As olive oil (OO) is more expensive than other vegetable oils, it is usually adulterated by blending it with more economic edible oils such as cottonseed oil (CSO), canola oil (CO), and soybean oil (SO). This research aimed to determine the fatty acid compositions obtained as a result of blending different proportions of CSO, CO and SO with OO using a gas chromatograph and to reveal OO adulteration by evaluating the obtained data with different machine learning algorithms. The assessment of the OO consisted of two stages. The first step was extraction of the feature vector, while second step was the classification of feature vectors with regard to the data and computing the regression values. Features were extracted using the Relief method, classified with the Support Vector Machine (SVM) and the k-Nearest Neighbor (k-NN) and Decision Tree (DT) algorithms, and the neural network algorithm was used for regression. The highest accuracy values for classification were calculated as 0.946, 0.964 and 0.982 for OO-CO, OO-SO, and OO-CSO mixtures, using the SVM method, respectively. The errors in the regression analysis were computed as 0.005, 0.005 and 0.002 respectively using the neural network algorithm.
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INTRODUCTION

OO is an edible oil extracted as a result of pressing olives without pitting the seeds, and it may be consumed in its natural form without applying any chemical treatment.1-2 Owing to its unique flavor, taste, aroma and bio-active components, it is a highly valuable product. OO, which is known for numerous health benefits, has a significant place in our dietary regimens.3 Today, due to the exaggerated consumption of fast food and ready-to-eat products, saturated fats are taken into the body in an unbalanced way. OO is also used in such products to eliminate this negativity in recent studies.4

OO is also widely used as a traditional treatment for many diseases, particularly in countries with a Mediterranean coast. Furthermore, experimental studies have demonstrated that it has significant effects on diseases such as hypertension, cardiovascular disorders, diabetes, cancer, Alzheimer’s, and Parkinson’s disease.5,6 The incidence of food imitation and adulteration has recently increased due to various reasons, including technological developments, unfair competition, and economic problems.7 Most of the fraud that occurs with regard to foodstuffs involves the intention to maximize profits by blending cheaper products with more expensive ones. OO has recently been the leading foodstuff in terms of the occurrence of food fraud. As OO is more expensive than other vegetable oils, it is usually adulterated by blending with more economic edible oils such as CSO, CO and SO.

80 out of 386 food products listed in the 2020 Food Imitation and Adulteration list by the Ministry of Agriculture and Forestry in Turkey were OO. This figure reveals the extent of the adulteration of this product. A comprehensive study reviewed 1305 articles published in various databases between 1980 and 2010. More than 50% of the scientific records classified under 18 different categories in the database were related to oils, milk, juices, concentrates, jams, purees, canned goods and spices. It was determined that OO, milk, honey, saffron, orange juice, coffee and apple juice occupied the first seven places among food products exposed to adulteration. It was further determined that OO, with a percentage of 16%, ranked the first among these food products.8

Machine learning (ML) is defined as a branch of artificial intelligence that applies different algorithms to find the basic relationships between data and information or as computer algorithms that model any problem in accordance with data obtained with regard to that problem.9-12 Machine learning algorithms do not strictly follow that model any problem in accordance with data obtained with regard to that problem.9-12 Machine learning algorithms do not strictly follow a comprehensive list of clear instructions or rules. Instead, they try to develop a model to derive data-based predictions and decisions from sample inputs.13 Regression, classification, clustering, and deep learning are among the machine learning algorithms.14,15

The most widely used techniques in previous research conducted to identify OO imitation and adulteration were Gas Chromatography with Flame-Ionization Detection (GC-FID),16 High-performance liquid chromatography (HPLC),17 Laser Induced Breakdown Spectroscopy (LIBS),18 Raman Spectroscopy Analysis,19-20 FT-IR Spectroscopy,21 Near Infrared Spectroscopy (NIRS),22 and Nuclear Magnetic Resonance Spectroscopy (NMR).23 The number of studies combining these techniques with various ML algorithms has been increasing in recent years. This approach makes it possible to obtain more reliable results, both qualitatively and quantitatively. ML has a wide range of applications in food science.5-27

This study aimed to use different learning algorithms to identify adulterated OO that had been blended OO with different vegetable oils.

EXPERIMENTAL

Samples

OO, CSO, CO and SO used in the analysis were procured from local manufacturers as 4 different samples of 5 kg each. OO was adulterated using three different models: by blending OO and CSO (OO-CSO), blending OO and canola oil (OO-CO), and blending OO and soybean oil (OO-SO). A total of 19 subgroups were obtained by adding 1%, 5%, 10%, 20% and 40% of the other vegetable oils to the OO in each model. 20 samples from each subgroup were prepared and analyzed (Table 1).
### Table 1. Blends of olive oil and different vegetable edible oils

<table>
<thead>
<tr>
<th></th>
<th>OO-CSO Model (g/g)</th>
<th>OO-CO Model (g/g)</th>
<th>OO-SO Model (g/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OO</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>OO+1% CSO</td>
<td>OO+1% CO</td>
<td>OO+1% SO</td>
</tr>
<tr>
<td>3</td>
<td>OO+5% CSO</td>
<td>OO+5% CO</td>
<td>OO+5% SO</td>
</tr>
<tr>
<td>4</td>
<td>OO+10% CSO</td>
<td>OO+10% CO</td>
<td>OO+10% SO</td>
</tr>
<tr>
<td>5</td>
<td>OO+20% CSO</td>
<td>OO+20% CO</td>
<td>OO+20% SO</td>
</tr>
<tr>
<td>6</td>
<td>OO+40% CSO</td>
<td>OO+40% CO</td>
<td>OO+40% SO</td>
</tr>
<tr>
<td>7</td>
<td>CSO</td>
<td>CO</td>
<td>SO</td>
</tr>
</tbody>
</table>

### Chemicals

Isooctane (99.5%), sodium hydrogen sulfate (99%), sodium chloride (99.5%), and potassium hydroxide (2 N) in methanol were purchased from Merck (Darmstadt, Germany). 37-component fatty acid standard mixture was purchased from Sigma-Aldrich (St Louis, MO, USA).

### Preparation of samples

Approximately 100 mg of oil sample and 2 mL of isooctane were mixed in a capped test tube. 200 µL of potassium hydroxide solution was added to the mixture and vortexed for 1 minute. The tube was vortexed after 2 mL of 40% NaCl solution had been added. The supernatant was transferred into a vial and was shaken about 1 g of sodium hydrogen sulfate had been added. Approximately 30 minutes later, 1 µL of the supernatant was taken and injected into the gas chromatograph.

### Chromatographic conditions

The fatty acid composition of the samples was computed using a Thermo brand, TraceGC Ultra model gas chromatograph with FID (Flame Ion Detector) detector. A 60 m HP-88 column was used for the separation of fatty acids. Detector and injector block temperatures were set at 280 and 260 °C, respectively. A temperature program was applied to the column. After waiting for 2 minutes at 50 °C the temperature was increased to 180 °C with an increase of 20 °C/min. Then, the temperature was further increased to 230 °C and the set-up was kept at this temperature for 5.5 more minutes. The split ratio was set to 1/50 and the injection volume was 1 µL.

### Machine learning algorithms

Experimental data were further analyzed using MATLAB R2018a software run on a computer with the Windows 10 Pro operating system with a 3.00 GHz CPU (Intel Core i5-7400), 8 GB RAM and a 1 TB hard disk. Data were normalized in accordance with the following formula:

\[ N = 0.8 \times \frac{(X_i - X_{min})}{(X_{max} - X_{min})} \times 0.1 \]  (1)

The Support Vector Machine (SVM), k-Nearest Neighbor (k-NN) and Decision Tree (DT) ML algorithms were used for classification process. SVM is an algorithm that tries to separate any given data sets in such a way that data belonging to different classes are assigned farthest from each other, whereas data belonging to the same class are assigned closest to each other. k-NN is a machine learning algorithm where the “K” is a parameter that determines the number of nearest neighbors to include in the classification process. DT creates a graph or tree using the branching technique to demonstrate every possible outcome of a decision. Each leaf node represents a class label, whereas each branch corresponds to the result of the master node representing conjunctions of features. To classify a specimen, a top-down approach is applied, starting at the root of the tree. For a given feature or node, the branch that corresponds to the value of that feature’s data point is considered until a leaf is reached or a label is decided on. Finally, the Artificial Neural Network (ANN) algorithm was used for regression. ANN is a machine learning estimation algorithm inspired by the nervous system of animals. ANN system is the connection between the layers, the number of neurons as the processing unit of the neural networks in each layer, and the transfer functions between the layers.

Accuracy, G-Mean and F-Score were used as performance measures. Equations 2-4 were used for these performance measures.

\[ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \]  (2)

\[ F\text{-Score} = 2 \times \frac{\frac{TP}{FP + TP} + \frac{TP}{FP + FN}}{\frac{TP}{FP + TP} + \frac{TP}{FP + FN}} \]  (3)

\[ G\text{-Mean} = \frac{TP}{TP + FN} \times \frac{TN}{FP + TN} \]  (4)

### RESULTS AND DISCUSSION

The OO industry has a significant social and economic impact in Mediterranean countries, which account for approximately 98% of the world’s OO production. According to the International Olive Council (IOC) data, OO production in 2019/2020 was approximately 3.26 million tons. The adulteration of OO with low-quality edible oils is a major problem in the industry-leading to economic fraud as well as consumer health issues. Chromatographic techniques supported by ML methods have an important place in the determination of imitation and adulteration in OO.

### Grouping and preprocessing data

Fatty acid compositions determined by GC-FID device were included in the research. First recordings were taken from OO, CO, CSO and SO data sets (Figure 1).

Then, groups were formed by adding 1%, 5%, 10%, 20% and 40% CSO, CO and SO to OO in each data set. Mixed oils were then analyzed in the GC instrument. Each of the OO-CSO, OO-CO and OO-SO data sets consisted of 140x13 values. The dataset consisting of 420x13 values in total was used for classification and regression. In the dataset, the value 420 expressed as a row indicates the number of samples, and the value 13, expressed as a column, indicates the properties of the oil. Figures 2a, 2b and 2c graphically show the fatty acid compositions of OO-CSO, OO-CO and OO-SO mixed oils.

### Recommended classification system

The classification system recommended in this research is given in Figure 3. First, the data set was obtained and converted into a suitable format to be further analyzed in the computer environment; then, the normalization process was applied. Classification and regression were performed using the features of oils. The data sets obtained for
classification and regression were divided into two groups: training and test data. 60% of the data were used as training data and 40% as test data. Then, cross-validation, which is another decomposition method, was performed. Cross-validated data sets were used in both the training and testing processes. Thus, the software was prevented from memorizing the training and test values. The classification algorithms used were SVM, k-NN and DT. The purity and adulteration of OO were determined using the NN algorithm for regression.

The five most distinctive features of OO adulterated with other vegetable oils are provided in Table 2 for classification and regression purposes. These features were selected using the relief method.

The features were evaluated in order to identify the differences with regard to the mixtures added to the adulterated OO, and it was observed that the most distinctive feature for OO-CSO and OO-SO adulterated oil was linoleic acid, while it was linolenic acid for OO-CO adulterated oil.

Following the regression applied to the data sets consisting of mixtures OO-CSO, OO-CO and OO-SO, the data set was separated in order to be used in the 60% training and 40% testing stages; the results obtained were converted into graphics and are shown in Figure 4.

Blue lines on the graphics represent actual values, whereas red lines represent estimated regression values. Comparison of the results revealed that the graphics overlapped, and the error rates were found to be 0.005 for OO-CSO, 0.002 for OO-CO and 0.005 for OO-SO.

Then, a final comparison was performed of all groups (Figure 5). Comparison of the results revealed that the graphics overlapped, and the error rate was 0.0752.

The classification algorithms used were SVM, k-NN and DT. First, obtained data were subjected to the normalization process and then the data were classified so that 60% was allocated to the training phase and 40% to the testing phase, as is frequently encountered in the literature. Accuracy, G-Mean and F-Score were used as classification performance measures. The computed performance measures are shown in Table 3.
Comparison of the performance measures revealed that highest performance was obtained with the SVM algorithm at 0.982 with the accuracy measure in the OO-CO mixed oil. As there was a high number of classification groups, other performance measures were also evaluated; accordingly, the performance rates obtained with the SVM algorithm were 0.941 for F-score and 0.943 for G-mean. The highest performance for the OO-CSO mixed oil was obtained with the SVM algorithm at 0.946 with the accuracy measure, 0.769 with the F-score measure and 0.791 with the G-mean measure. The highest performance for OO-SO mixed oil was obtained with the SVM algorithm at 0.964 with the accuracy measure, 0.875 with the F-score measure and 0.882 with the G-mean measure.

10-fold cross validation (CV-10) was performed in order to transfer all the values used in the research to the training and testing phases. The same performance measures used in the previous application were applied as classification performance measures. The performance measures computed using CV-10 are shown in Table 4.

Comparison of the classification performance measures computed using CV-10 revealed that highest classification performance was obtained with the SVM algorithm in the OO-CSO mixed oil samples. The performance scores for accuracy, F-score and G-mean measures were recorded as 0.993, 0.974 and 0.975 respectively. The highest performance for the OO-CO mixed oil sample was obtained with the SVM algorithm at 0.971 with the accuracy measure, 0.909 with the F-score measure and 0.929 with the G-mean measure. The highest performance for adulterated oil obtained by blending OO and SO was obtained with the SVM algorithm at 0.943 with the accuracy measure, 0.778 with the F-score measure and 0.798 with the G-mean measure.

Comparison of the classification performance measures indicated high performance rates in both cases where the data set was decomposed. Comparison of the classification approaches...
indicated that the highest performance was obtained using the SVM algorithm and the highest scores were computed using accuracy as the performance criterion.

In another study, low-field nuclear magnetic resonance (LF-NMR) technique was used to detect adulteration from blending hazelnut oil and high-oleic sunflower oil with natural extra virgin OO. The data were evaluated with six different machine learning algorithms. The convolutional neural network algorithm (CNN) was observed to provide the highest accuracy value with a rate of 89.29%. Bellou et al. carried out research using LIBS to determine the oil adulteration obtained by blending Greek virgin OO and pomace oil. They found that the Linear Discriminant Analysis (LDA) algorithm classified OOs in terms of purity and degree of adulteration with an accuracy close to 100%.

In an earlier study, a batch of extra virgin OO samples adulterated with soybean oil, corn oil and sunflower seed oil were analyzed by Raman spectroscopy. The mean absolute relative errors were calculated as 7.41%, 7.78% and 9.45% respectively using the external standard method (ESM) and as 5.10, 6.96 and 4.55 respectively using the SVM model. ESM model based on Raman spectroscopy has been shown to be a promising technique for the authentication of extra virgin OO.

**CONCLUSIONS**

In this study, classification and regression analysis were carried out using the values computed from the adulterated OO samples by a gas chromatography device with an FID detector. All these processes were carried out with ML algorithms. First, five features that were effective in distinguishing OO were determined, then the SVM, k-NN and DT algorithms were used for classification and the NN algorithm was used for regression. ML algorithms, in particular SVM, were seen to give highly accurate results in the determination of OO imitation and adulteration caused by blending different types of vegetable oils with OO.
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