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The 1,3-dipolar cycloaddition reaction is a powerful tool for the cycloaddition of nitrile oxides to 
olefins, and this reaction is of considerable interest to obtain isoxazolines. Density functional theory 
(DFT) was used to study the 1,3-dipolar cycloaddition reaction mechanism that initially occurs 
between benzonitrile oxide and vinylacetic acid to yield a bicyclo, from successive cycloadditions. 
PBE1PBE, B3LYP and CAM-B3LYP functionals were used together with 6-311+G(2d,p) basis 
set. CCSD(T)/6-311+G(2d,p) calculations were done to compare the DFT energy barriers. The 
solvent effects were included using polarizable continuum model (PCM), with three different 
solvents. In the first cycloaddition, only the 3,5-regioisomer is expected. In the gas phase, the β 
face attack, that originates the trans-bicyclo, is slightly favored, but the cis-bicyclo is considerably 
more stable. However, the α face attack was favored with solvent effects. The PBE1PBE functional 
gives the closest activation energies and reaction energies to CCSD(T). The inclusion of solvent 
effects changes the preferential rotamer in each cycloaddition.
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Introduction

The 1,3-dipolar cycloaddition (13DC) is a powerful 
tool for the synthesis of a range of five-membered 
ring heterocycles.1 These reactions are stereospecific, 
regiospecific and diasteroselective2,3 and have been 
applied to organic synthesis,4 materials chemistry,5,6 drug 
discovery,7,8 and, most recently, have also been employed 
to modify carbon materials, such as fullerene,9 carbon 
nanotubes,10 and graphene.11,12 The cycloaddition of nitrile 
oxides to olefins, in particular, has considerable interest for 
obtaining isoxazoline rings,13 substrates of many products 
with biological activity14-16 and organic molecules with 
technological interest, such as liquid crystal materials17 
and organic semiconductors.18

From the pioneering work of Huisgen,19,20 who postulated 
the concerted reaction mechanism of cycloaddition 
reactions, this kind of reaction has been widely studied, 
both theoretically and experimentally.21-30 The control of 
regioselectivity of 13DC has been explained by frontier 
molecular orbital (FMO) analysis.2,3 In this treatment, the 
nucleophilicity and electrophilicity of the species are based 

on HOMO and LUMO energies and orbital coefficients.3,31 
Using the FMO and the Sustmann classification,32 it is 
possible to explain one of the most common characteristics 
of 13DC reactions which involve nitrile oxides and alkenes 
with electron-rich π systems and electron-deficient π 
systems. When electron-donating groups are bonded to 
alkene, the reaction provides only 5-regioisomers. However, 
if the alkene has electron-withdrawing groups attached, it 
usually yields a mixture of 4- and 5-regioisomers.33-35

Density functional theory (DFT) methods are most 
frequently employed for quantum mechanical calculations 
of 13DC because of the balance between accuracy and 
efficiency. A large number of studies involving the 
theoretical study of 13DC reactions have been published 
recently, and DFT has emerged as the theoretical choice 
in many cases.36,37 Among these functionals, B3LYP is 
the most popular in the quantum investigations of 13DC 
and has been shown to provide reasonable geometries and 
energies.38-40 In general, B3LYP describes 13DC reaction 
mechanisms in a satisfactory way, compared to more 
high‑level calculations.34,35

In previous theoretical reports, Ess and Houk37 
systematically investigated the reactivity of diazonium, 
nitrilium, and azomethine betaine classes of 1,3-dipoles 



Toldo et al. 1203Vol. 27, No. 7, 2016

with ethylene and acetylene. The performance of DFT 
and MP2 methods and basis sets for the prediction of 
activation barriers and reaction energies are obtained and 
compared with the highly accurate CBS-QB3 method. 
The B3LYP/6-31G(d) method performed best for reaction 
enthalpies, with a mean absolute deviation (MAD) value of 
2.4 kcal mol-1, while the activation enthalpies had a MAD 
value of 1.5 kcal mol-1. Subsequently, the 13DC reactions 
of 24 1,3-dipoles with ethylene and acetylene were used 
to benchmark some DFT and ab initio methods to find an 
economical and accurate method that could be applied to 
large systems.41 Compared to the high-accuracy G3B3 
method, employed as the reference, the CBS-QB3 and single 
and double excitation coupled cluster theory including an 
estimate of connected triple excitations by a perturbational 
treatment (CCSD(T))/maug-ccpV(T+d)Z//B3LYP  
methods provided similar results for both activation and 
reaction enthalpies (MAD < 1.5 kcal mol-1). The B3LYP 
functional also provided good results for most of the 
1,3-dipoles with a MAD of 1.9 kcal mol-1. However, for 
the Diels-Alder reaction, B3LYP sometimes produces 
significantly different transition state geometries, because 
of their tendency of very asynchronous transition states 
(TS).42

Other functionals, such as PBE1PBE and CAM‑B3LYP, 
are not generally used in the study of cycloaddition reactions. 
The first one is most commonly employed in materials 
science and in the solid state,43 but can produce good 
results for Diels-Alder reactions.42 This functional uses 
25% exchange and 75% correlation weighting and does not 
include empirical parameters.44 The CAM-B3LYP functional 
combines the hybrid qualities of B3LYP and the long-range 
correction not described correctly by B3LYP.45 The main 
difference between the B3LYP and CAM‑B3LYP functionals 
is the amount of exact Hartree-Fock (HF) exchange included. 
The B3LYP functional includes a fixed amount of 20% HF 
exchange, whereas amount of HF exchange varies from 19 
to 85% in the CAM‑B3LYP functional. The non-Coulomb 
part of the exchange functionals dies off too rapidly and 
becomes very inaccurate at large distances, making them 
unsuitable for modeling some processes. In particular, an 
increased amount of exact HF exchange has been shown to 
be advantageous when treating anions and Rydberg states, 
since the associated diffuse orbitals will be described by the 
pure B88 exchange functional.

The solvent effects in the 13DC of benzonitrile oxide 
(BNO) and their derivatives are remarkably small.46 Engberts 
and co-workers47 conducted a kinetic experimental study 
involving 13DC reactions between BNO and several 
electron-rich (ER) dipolarophiles and electron-deficient (ED) 
dipolarophiles in various organic solvents and water. As a 

result, they found that reactions involving ER dipolarophiles 
took place 3-10 times faster in water than in most organic 
solvents. However, the reactions involving ED dipolarophiles 
were slightly slower in water. Subsequently, Rispens and 
Engberts48 studied the kinetics of the BNO reactions with 
a range of N-substituted maleimides and cyclopentene in 
water and in other organic solvents. They demonstrated the 
importance of solvent polarity and hydrogen bonding (HB) 
in the kinetic control of these reactions.

The solvent effect in 13DC reactions has also been 
studied theoretically by other authors. For instance, 
Benchouk et al.36 have applied DFT and the polarizable 
continuum model (PCM) to explain the experimental 
results found by Rispens and Engberts.48 They found that 
the reaction was slightly slowed by polar solvents since 
the transition state of 13DC reactions have a smaller 
polar character than reactants. However, they found that 
protic solvents have a usual effect in terms of reaction 
rate. Surprisingly, reactions in water differ strongly from 
those in other solvents. They were slightly accelerated 
because the coordination of a water molecule to BNO puts 
in evidence the importance of hydrogen bonding in the 
modest acceleration of the 13 DC reaction experimentally 
observed. The regioselectivity and solvent effects of the 
13DC reactions of BNO with ED alkynes and alkenes has 
been studied by Hu and Houk,35 using B3LYP/6-31G(d) 
and PCM (water and carbon tetrachloride). They found 
that the reactions between fulminic acid and mesitonitrile 
oxide with ED methyl propiolate and cyanoacetylene 
presented poor regioselectivity, yielding a mixture of two 
regioisomers. However, the solvent effects could change 
the regioselectivity of these reactions due to the large 
polar character of the more unfavorable transition states. 
Therefore, 3,5-regioisomer formation was accelerated by 
increasing the solvent polarity. Domingo et al.49 studied the 
influence of the solvent in the reaction between ER BNO 
and 3-metileneftalamine using PCM. They evaluated the 
possibility of a concerted and diradical mechanism and 
concluded that, in the former case, a highly polar transition 
state was expected, while in the two step mechanism there 
was no significant charge and therefore the presence of 
polar solvents should not affect the reaction. 

In a previous work, we reported the synthesis and 
mesomorphic behavior of new liquid crystals from 
[3  +  2] 1,3-dipolar cycloaddition of arylnitrile oxides 
with vinylacetic acid.17 To better understand this reaction, 
the mechanism of the 13DC between vinylacetic acid (1) 
and benzonitrile oxide (2) (Scheme 1)  was studied 
using different DFT functionals and post Hartree-Fock 
calculations. Considering the large use of B3LYP functional 
to describe cycloaddition reactions and taking into account 
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the great popularity of the PBE1PBE and CAM-B3LYP 
functionals, added to the lack of publications using these 
functionals to describe this type of reaction, we decided to 
compare the results obtained between them. In addition, 
CCSD(T) calculations were done to compare the accuracy 
of DFT in predicting activation energies and reaction 
energies. The solvent effects were also evaluated by using 
conductor-like polarizable continuum model (CPCM) 
and PCM formalism considering tetrahydrofuran (THF), 
acetonitrile (ACN) and formamide (FORM) as solvents.

Methodology

DFT calculations were carried out using B3LYP,50 
PBE1PBE,44 and CAM-B3LYP45 hybrid functionals 
together with the 6-311+G(2d,p) basis set The solvent 
effects were included with CPCM51,52 and PCM53 
formalisms together with three solvents with a different 
dielectric constant, i.e., THF (ε = 7.43), ACN (ε = 35.69) 
and FORM (ε = 108.94), with the aim of evaluating the 
possible changes in the reaction energetic profile with the 
increase of dielectric constant of the environment. The 
solvent effects were considered at the same level of theory 
(DFT level) by performing optimization energy calculations 
and frequency calculations to characterize the stationary 
points. The intrinsic reaction coordinate (IRC)54,55 paths 
were traced to check the energy profiles connecting each TS 
to the two associated minima of the proposed mechanism, 
in the gas phase. The electronic structures of the stationary 
points were analyzed using the natural bond orbital method 
(NBO 3.1)56 present in the Gaussian 09 program package. 
All calculations were performed with the Gaussian 09 suite 
of programs.57 The basis set superposition error (BSSE) was 
evaluated at the transition structures in the gas phase, using 
B3LYP/6‑311+G(2d,p) but not showing a significant effect. 
The zero point energy corrections (ZPE) were considered in 
all calculations.58 In order to evaluate the results obtained 
with DFT methods, CCSD(T)/6-311+G(2d,p) single point 
calculations were performed using B3LYP/6-311+G(2d,p) 
geometries in the first cycloaddition together with CPCM 
and THF as solvent.

Due to the similarity between the results obtained with 
the two models of solvation, the second cycloaddition 

calculations were performed using only the CPCM model. 
The B3LYP calculations were performed in the gas phase 
and including THF, ACN and FORM as solvents. Due 
to the computational cost, calculations using PBE1PBE 
and CAM-B3LYP were performed only in the gas phase 
using the CPCM model and THF as solvent, in the second 
cycloaddition.

The informations about the synthesis, structural 
characterization and mesomorphic behavior of the liquid 
crystal bisadduct compounds obtained from the 13DC 
reaction studied can be found in reference 17.

Results and Discussion

Stereoselectivities of transition structures

The selectivity in cycloaddition reactions can be 
explained using the conformational analysis of transition 
structures.59-63 Transition structures prefer a staggered 
orientation around the forming bonds. For nitrile oxide 
cycloadditions, this leads to three possible positions for a 
substituent: inside, outside, or anti relative to the forming 
bonds of the cycloaddition transition structure (Scheme 2).59

Transition structures involving α-substituted alkenes 
should be carefully analyzed. If the alkene has an α-chiral 
carbon, there is the possibility of attack by any pro-chiral 
face of the olefin (to give the syn and anti cycloadducts).4,64 
Therefore, considering the three staggered rotamers, for 
each regioisomer it is possible to find six structures for the 
transition state, three for each face. The stereoselectivity 
in the cycloadditions of nitrile oxides with chiral allylic 
ethers65,66 and homoallylic alcohols59 is explained by Houk 
and co-workers. While groups with α-alkoxy substituents 
prefer to guide the alkoxy groups in the inside position 
(the “inside alkoxy effect”),4,66 hydroxyl groups have a 
preference for the outside position, in order to enable 
hydrogen bonding with the incoming nitrile oxide oxygen. 
However, in both cases, large alkyl groups prefer the anti 
position,59,66,67 but steric interactions from Z-alkenes have 
been found to alter the conformational preference of 
electronegative substituents.61

Considering these effects, seven transition structures 
were calculated for the first cycloaddition (TS1) (Figure S1). 

Scheme 1. [3 + 2] 1,3-Dipolar cycloaddition reaction between vinylacetic acid (1) and nitrile oxide (2) yields the cycloadduct (3) and afterwards the 2:1 
cycloadduct (4).



Toldo et al. 1205Vol. 27, No. 7, 2016

The differences between the calculated activation barriers 
of electronic energy (in kcal mol-1) in relation to the most 
stable conformer in the gas phase (TS1_3,5-anti) and 
in CPCM using THF as the solvent (TS1_3,5-out-HB) 
are shown in Table 1. The transition state geometry of 
TS1_3,4-out was not obtained because it turned, during 
the optimization, into the 3,4-anti transition state geometry.

Regarding the conformations obtained for the 
TS1_3,5‑regioisomers, the transition structures obtained 
for the TS1_3,5-out, TS1_3,5-anti and TS1_3,5-in-HB 
show similar energy differences when solvent effects are 
taken into account, but TS1_3,5-out-HB, with a hydrogen 
bond (HB), is the most stable by 0.4 kcal mol-1. However, 
in the gas phase, there is no preference for the geometries 
with the hydrogen bond and the lowest energy structure 
became the one which has the –COOH group in the anti 
position (TS1_3,5-anti). In general, when solvent effects 

are taken into account, the transition states containing the 
hydrogen bond are stabilized. The energies obtained for the 
transition states that gave rise to the 3,4-regioisomer are 
considerably higher in both the gas phase and condensed 
phase. According to the FMO13 theory, the 3,5-isoxazoline 
product would be favored if the dipolarophile is ER, while 
a mix of the 3,4- and 3,5-regioisomers would be expected 
when ED alkenes are used because of changes in the energy 
levels of the FMO.34,35 As the formation of 3,4-isoxazoline 
is energetically disfavored in the first cycloaddition, in the 
second reaction only transition structures involving the 
3,5-substituted products are taken into account. 

By evaluating the activation energies and also the energy of 
the FMO of the product generated in the 13DC and reactants, 
a new cycloaddition occurs. This subsequent reaction takes 
place between BNO and the monoadduct 3, producing 
a bicyclic molecule that is experimentally observed.17

Scheme 2. Reaction scheme for the two regioisomers. Highlighted are the three possible positions for the substituent in the α-carbon in transition structures.

Table 1. Differences between calculated activation barriers of electronic energy (in kcal mol-1) in relation to the most stable conformer  in the gas phase 
(TS1_3,5-anti) and in CPCM using THF as solvent (TS1_3,5-out-HB). All the energies include ZPE corrections. Imaginary frequencies are shown in the 
gas phase

Compound ∆∆E≠a,b / (kcal mol-1) Frequencya / cm-1 Inside Outside anti

TS1_3,5-in 1.2 (2.3) –412.8 COOH H H

TS1_3,5-in-HB 1.7 (0.8) –413.4 COOH H H

TS1_3,5-anti 0.0 (0.5) –405.0 H H COOH

TS1_3,5-out 0.3 (0.4) –407.8 H COOH H

TS1_3,5-out-HB 1.8 (0.0) –398.6 H COOH H

TS1_3,4-in 4.9 (5.3) –439.4 COOH H H

TS1_3,4-anti 2.7 (3.0) –422.3 H H COOH

TS1_3-4-out – – H COOH H
aB3LYP/6-311+G(2d,p), gas phase; bB3LYP/6-311+G(2d,p), using CPCM and THF as solvent (in parentheses). ∆∆E≠: difference between calculated 
activation barriers of electronic energy.
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In the second transition state (TS2), instead of adding 
to the double bond of an alkene, the BNO is added to the 
double bond in the heterocycle ring. In this sense, BNO 
could interact with both faces (α or β) of the former product. 
The α face is opposed to the –CH2COOH group and the β 
face is the most sterically hindered (Figure 1). In the second 
cycloaddition, the products corresponding to the most stable 
rotamers found in the first cycloaddition were considered. 
Thus, the calculated transition states are taken into account 
regarding both the relative position of the substituent 
group (anti and out) and the interaction by both faces (α 
and β). The possibility of forming a hydrogen bond with 
the incoming nitrile oxide oxygen is also considered and 
can be seen in Figure S2 together with all TS2 structures  
found.

The transition structures where BNO approaches the 
former product by the β face are slightly more stable 
(Table 2). Regardless of the face, in the gas phase the anti 
rotamer is favored by more than 1.0  kcal  mol-1. When 

solvent effects are taken into account, the four structures 
without hydrogen bonds present an electronic energy 
difference below 0.3 kcal mol-1. However, for the structures 
in which the attack of nitrile oxide took place via the β face, 
energies are slightly lower. In addition, with the solvent 
effect, there is a further stabilization of the structures 
derived from the out rotamer, with TS2_β-out being the 
most stable. This same effect is observed for TS1, where 
the anti rotamers are favored in the gas phase and the out 
rotamers are favored by solvent effects.

The TS2_α-out-HB and TS2_β-out-HB structures 
(Figure S2) correspond to 3,5-isoxazoline products that 
contain an intramolecular hydrogen bond in their structures. 
In the gas phase, both the TS1 and their respective 
product (PROD1) that presented this hydrogen bond are 
energetically disfavored by energy differences exceeding 
1.0 kcal mol-1. For the bicyclo formation, the structures 
containing this hydrogen bond are less stable, showing 
relative electronic energies greater than 3.0 kcal mol-1, in 
relation to the most stable structure. 

When solvent effects are taken into account, this 
difference decreases, but it is still greater than 1.0 kcal mol-

1. Furthermore, TS2_β‑anti‑HB, with a –COOH group in the 
anti position and a possible hydrogen bond with the oxygen 
of the nitrile oxide, shows higher energies, especially in the 
gas phase. This means that a more compact transition state, 
stabilized by a hydrogen bond, was not enough to this state 
be the most favorable transition state. 

Reaction mechanism, comparison between functionals, and 
solvent effects for the first cycloaddition

Taking into account the formation of 3,5-isoxazoline 
and the preference of the –COOH group for the anti and 
out positions, the transition states relating to TS1_3,5-anti, 
TS1_3,5-out and TS1_3,5-out-HB are calculated using the 
three functionals proposed in this study.

Figure 1. Transition structures (schematically presented) obtained for the 
second cycloaddition. The 1,3-dipole approaches by the sterically less 
hindered face (on the right) and 1,3-dipole approaches by the sterically 
more hindered face (on the left).

Table 2. Differences between calculated activation barriers of electronic energy (in kcal mol-1) in relation to the most stable conformer in the gas phase 
(TS2_β-anti) and in CPCM using THF as solvent (TS2_β-out). All the energies include ZPE corrections. Imaginary frequencies are shown in the gas phase

Compound ∆∆E≠a,b / (kcal mol-1) Frequencya / cm-1 Inside Outside anti

TS2_α-anti 0.7 (0.3) –401.1 H H COOH

TS2_α-out 1.6 (0.1) –404.1 H COOH H

TS2_α-out-HB 3.8 (2) –407.7 H COOH H

TS2_β-anti 0.0 (0.1) –397.5 H H COOH

TS2_β-out 1.1 (0.0) –400.6 H COOH H

TS2_β-out-HB 3.5 (1.4) –404.1 H COOH H

TS2_β-anti-HB 3.0 (2.3) –383.5 H H COOH

aB3LYP/6-311+G(2d,p), gas phase; bB3LYP/6-311+G(2d,p), using CPCM and THF as solvent (in parentheses). ∆∆E≠: difference between calculated 
activation barriers of electronic energy.
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The traditional reaction mechanism of the [3 + 2] 
13DC is a concerted process, with only one transition state 
along the reaction pathway. However, this process could 
be a synchronous or an asynchronous process. Figure 2 
depicts the main bond lengths and angles of the three 
most stable transition states and their related products. 
The formation of new bonds between BNO and vinylacetic 
acid took place asynchronously but in a coordinated way, 
with the bond between carbons being formed first in all 
transition structures. This mechanism is confirmed by 
IRC calculations. Thus, the reaction should start with 
a nucleophilic attack of the unsubstituted carbon of the 
alkene to the carbon atom of the 1,3-dipole producing a five 
membered 3,5-substituted heterocyclic ring. The distance 
for forming C–C bonds is in the range of 2.18‑2.22 Å, while 
the distance of C–O bonds is in the range of 2.29‑2.49 Å in 
the gas phase. Different DFT methods would give a slight 
change in the bond lengths and angles, but the differences 
are more pronounced for the bond order (Wiberg bond 
index), where PBE1PBE gives smaller values and thus more 
asynchronous reactions. By including the solvent effect, the 
values for bond lengths and angles were slightly changed: 
the C5–C3 bond decreases while C2–O3 bond increases. 
TS1_3,5-out-HB had a more asynchronous behavior than 
the others because of the hydrogen bond is directly involved 
in the transition state. The transition state synchronization 

is dependent on the polarity of the solvent; in general, 
increasing the solvent polarity, the transition state becomes 
asynchronous.68

Regarding the geometry of product 1, the choice of the 
DFT functional shows less influence on the bond lengths 
and angles than in the transition state. This is because 
the functionals are parameterized to the ground state. In 
general, PBE1PBE and CAM-B3LYP presented essentially 
the same results, while the geometries found with B3LYP 
often had larger bond lengths, from 0.01-0.02 Å.

Table 3 presents the activation free energies and reaction 
free energies for the first cycloaddition. These values are 
in the same order of magnitude obtained in the literature 
for similar reactions.24,34,35,37,69 In fact, cycloadditions 
involving benzonitrile oxide proceed smoothly even with 
completely unactivated dipolarophiles, such as ethene, 
under ordinary laboratory conditions.70 Considering the 
three functionals, the lowest activation free energies 
(26.2 – 28.7 kcal mol‑1) were obtained using PBE1PBE, 
while CAM-B3LYP and B3LYP produced very similar 
barriers (29.5 – 32.2 kcal mol‑1). However, the transition 
structure presenting the lowest electronic energy and lowest 
free activation barrier, in the gas phase, was TS1_3,5‑anti 
(by up to 0.5  kcal  mol-1). When solvent effects were 
considered, the TS1_3,5-out-HB was stabilized and the 
∆G≠ decreases significantly and all the three structures have 

Figure 2. Geometries of  lower energy transition structures for the first cycloaddition (TS1) and corresponding products obtained in the gas phase,showing 
the new bond lengths formed andrespective Wiberg bond index (in parentheses), the angles between C5–N1–O3 and the C2–C3 bond lengths. The functionals 
used are: (i) PBE1PBE, (ii) B3LYP and (iii) CAM-B3LYP. All bond lengths are in Å and angles in degrees.
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lower free energy barriers by approximately 1.0 kcal mol-1. 
A clear visualization of the variation in energy involving the 
different functionals with solvent addition and an extended 
discussion can be found in Supplementary Information 
(Figure S3).

13DC reactions are described as not being very 
sensitive to changes in solvent polarity.46 A slight increase 
in the activation energy occurs when solvent effects 
are considered. This is observed in all transition states 
computed for the first cycloaddition, except for those that 
exhibit hydrogen bond. This small energy variation is 
consistent with that reported in the literature,36 indicating 
that 13DC reactions may show a reverse dependence in 
the reaction rate and the polarity of the medium, and may 
be slower in polar aprotic media.36,71,72 An increase in the 
solvent dielectric constant produces essentially identical 
activation barriers for all structures. This could be explained 
by the less polar transition state when compared to the 
reagents.73 The change in polarity along the reaction path 
could be observed by comparing the sum of the dipole 
moments of the reagents with the dipole moments obtained 
for the transition states (Table S1). In fact, the energy of 
TS1_3,5-out-HB is slightly decreased by the inclusion 
of solvent effects while for the other TS1, this value is 
negative, indicating a lower polarity of the reagents in 
relation to the transition state. This could explain the 
observed differences in activation free energies. In general, 
a tendency could be observed in change of polarity: if the 
transition state is more polar than the reactants (Δμ > 0), 
an increase in the solvent polarity should cause a decrease 

in the activation energy due to greater stabilization of the 
transition structure.71

Reaction free energies (ΔGrxn) are shown in parentheses 
in Table 3 and better visualized in Figure S4. In the 
gas phase, the most stable structure (and also the most 
exergonic) is PROD1_3,5-anti, which contains a carboxyl 
group at the anti position. When solvent effects were 
taken into account, the structure with the carboxyl group 
in the out position was stabilized and this effect increases 
with the increment of the solvent dielectric constant. In 
addition, PROD1_3,5-anti and PROD1_3,5-out had very 
similar energies. On the other hand, PROD1_3,5-out-HB 
had a significantly higher reaction free energy, especially 
in the gas phase.

The reaction free energies obtained are significantly 
different between the considered functionals. The B3LYP 
functional provided much higher reaction free energy 
ranging from –19.0 to –15.5 kcal mol-1, while the PBE1PBE 
provided ΔGrxn in the range of –29.9 to –26.9 kcal mol-1 
and CAM-B3LYP provided ΔGrxn in the range of –28.0 to 
–25.0 kcal mol-1.

The activation enthalpies, entropies and electronic 
energy of the first cycloaddition are reported in Table S2. 
The electronic energy barriers and enthalpy barriers are very 
close. However, the entropy effect produces an increment 
on the free activation barriers and lower free energies of 
the reactions. The entropic effect is on the order of –39.0 
to –46.0 cal mol-1 K-1 for the activation barriers and for the 
reaction energies it is on the order of –46 to –52 cal mol‑1 K-1. 
In general, the 1,3-dipolar cycloaddition reactions presented 

Table 3. Activation free energies (in kcal mol-1), and corresponding reaction free energies (given in parentheses, in kcal mol-1) at 298.15 K for the reaction 
between benzonitrile oxide and vinylacetic acid. All geometries are optimized using 6-311+G(2d,p) basis set

ΔG≠ (ΔGrxn) / (kcal mol-1)

Gas phase CPCM THF PCM THF CPCM ACN PCM ACN CPCM FORM PCM FORM

3,5-out

PBE1PBE 26.86 (–28.89) 27.67 (–28.98) 27.96 (–28.75) 27.76 (–29.01) 27.43 (–28.96) 28.00 (–29.03) 27.98 (–29.00)

B3LYP 30.00 (–17.73) 31.05 (–17.95) 31.30 (–17.79) 31.19 (–17.94) 31.29 (–17.84) 31.18 (–17.87) 31.22 (–17.91)

CAM-B3LYP 30.38 (–26.97) 31.73 (–26.74) 32.08 (–26.74) 32.06 (–26.70) 32.05 (–26.70) 32.08 (–26.71) 32.10 (–26.71)

3,5-out-HB

PBE1PBE 28.66 (–26.88) 28.08 (–27.84) 28.52 (–27.59) 27.80 (–28.02) 27.70 (–27.94) 27.67 (–28.05) 27.65 (–28.02)

B3LYP 32.13 (–15.54) 31.39 (–16.56) 31.75 (–16.30) 31.22 (–16.73) 31.28 (–16.67) 31.18 (–16.77) 31.20 (–16.74)

CAM-B3LYP 32.19 (–25.03) 31.86 (–25.78) 31.91 (–25.78) 31.62 (–25.92) 31.69 (–25.92) 31.53 (–25.94) 31.56 (–25.94)

3,5-anti

PBE1PBE 26.21 (–29.88) 27.47 (–29.06) 27.66 (–28.90) 27.59 (–28.92) 27.65 (–28.87) 27.64 (–28.89) 27.66 (–28.87)

B3LYP 29.48 (–18.96) 30.96 (–18.08) 31.21 (–17.89) 31.14 (–17.88) 31.24 (–17.84) 31.18 (–17.83) 31.22 (–16.77)

CAM-B3LYP 29.87 (–28.08) 31.65 (–26.85) 32.01 (–26.85) 31.77 (–26.62) 31.96 (–26.62) 31.78 (–26.58) 31.86 (–26.58)

ΔG≠: activation free energy; ΔGrxn: reaction free energy; CPCM: conductor-like polarizable continuum model; THF: tetrahydrofuran; PCM: polarizable 
continuum model; ACN: acetonitrile; FORM: formamide.
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a highly negative entropy of activation.74 This indicates a 
high degree of order requirement in the transition state. 
The low activation energy implies a transition state that 
resembles the reactants. Since the 13DC cycloaddition 
reaction involving a nitrile oxide requires a great distortion 
in the 1,3-dipole structure to enable the overlap between the 
orbitals in transition state, the transition state is more similar 
to the product. Thus, these reactions have a moderate free 
energy requirement.

In order to compare the results obtained using 
DFT, CCSD(T) calculations were performed using 
B3LYP/6‑311+G(2d,p) geometries in the first cycloaddition 
and solvent effects were included by using CPCM/THF 
(Table 4). The activation electronic energies produced 
are 10.3  kcal  mol-1 (TS1_3,5-out), 10.75  kcal  mol-1 
(TS1_3,5-out-HB) and 10.78  kcal  mol-1 (TS1_3,5-anti). 
The electronic barriers (without ZPE corrections) obtained 
with the PBE1PBE calculations are equal to 15.2 kcal mol‑1 
(TS1_3,5-out), 14.5  kcal  mol-1 (TS1_3,5-out-HB) and 
15.4 kcal mol-1 (TS1_3,5-anti). B3LYP and CAM-B3LYP 
presented larger electronic barriers of 17.8-18.9 kcal mol-1. 
Although all the functionals has shown considerable errors 
when compared to CCSD(T) calculations, PBE1PBE 
showed a better agreement. Whereas CCSD(T) calculations 
pointed to TS1_3,5-out as the most stable transition 
state, all DFT calculations pointed to TS1_3,5-out-HB 
as the most stable TS1. The reaction electronic energy 
obtained with CCSD(T) for the most stable product 
(PROD1_3,5‑out) is –48.3 kcal mol-1. In comparison, the 
reaction electronic energies obtained with DFT methods are 

–46.5 kcal mol-1 (PBE1PBE), –35.1 kcal mol-1 (B3LYP) and 
–44.2 kcal mol‑1 (CAM-B3LYP). These results suggest that, 
compared to CCSD(T) calculations, PBE1PBE provides 
better electronic barriers and reaction energies.

The regioselectivity of system can be explained 
by the frontier molecular orbitals analysis. Concerted 
1,3-dipolar cycloaddition reactions are classified by 
Sustmann into three categories depending on the dominant 
type of interaction between the FMO of the dipole and 
dipolarophile.3 Reactions of type I are controlled by the 
interaction between HOMOdipole and LUMOdipolarophile and 
those of type III are controlled by the LUMOdipole and 
HOMOdipolarophile interaction, while type II are controlled 
by both types of interaction. Considering the energy 
gaps of the first cycloaddition, in the gas phase at the 
B3LYP/6‑311+G(2d,p) level, the energy gap for the type I 
interaction is 6.40 eV whereas for the type III interaction it is 
5.78 eV. It is important to note that the isoxazoline produced 
in this reaction has a HOMO orbital with higher energy 
and a LUMO orbital with lower energy than vinylacetic 
acid, which explains the regioselectivity of the second 
cycloaddition. The gap type III for this reaction is equal to 
4.63 eV. In this way, the analysis of the frontier molecular 
orbitals suggests that both the cycloaddition reactions are 
type III, since the energy gap is smaller for this interaction.

The 13DC reaction is often accompanied by bending 
of the benzonitrile oxide molecule. This bending leads to 
an increase in the HOMO energy and a decrease in the 
LUMO energy in the 1,3-dipole, according to the distortion/
interaction model developed by Ess  and  Houk.75,76 

Table 4. Calculated electronic energy (without ZPE), enthalpy, free energy (kcal mol-1), and entropies (cal mol-1 K-1) obtained at 298.15 K for the first 
cycloaddition using THF as solvent and CPCM as continuum model

Method
Activation energy / (kcal mol-1) Reaction energy / (kcal mol-1)

ΔEe
≠ ΔH≠ ΔG≠ ΔS≠a ΔEe

rxn ΔHrxn ΔGrxn ΔSrxn
a

TS1_3,5-anti/PROD1_3,5-anti

PBE1PBEb 15.38 14.15 26.21 –40.47 –46.42 –43.31 –29.06 –47.79

B3LYPb 18.56 18.93 30.96 –40.36 –35.03 –31.98 –18.08 –46.66

CAM-B3LYPb 19.22 19.61 31.65 –40.40 –44.17 –40.97 –26.85 –47.39

CCSD(T)c 10.78 – – – –48.62 – – –

TS1_3,5-out/PROD1_3,5-out

PBE1PBEb 15.22 15.51 27.67 –40.83 –46.49 –43.35 –28.98 –48.23

B3LYPb 18.47 18.80 31.05 –41.11 –35.14 –32.08 –17.95 –47.41

CAM-B3LYPb 18.95 19.31 31.73 –41.65 –44.23 –41.02 –26.74 –47.92

CCSD(T)c 10.30 – – – –48.29 – – –

TS1_3,5-out-HB/PROD1_3,5-out-HB

PBE1PBEb 14.52 14.78 28.08 –44.61 –46.43 –43.17 –27.84 –51.42

B3LYPb 17.81 18.13 31.39 –44.49 –35.02 –31.80 –16.56 –51.13

CAM-B3LYPb 18.07 18.45 31.86 –45.01 –44.36 –40.98 –25.78 –51.01

CCSD(T)c 10.75 – – – – – – –

acal mol-1 K-1; bDFT calculations are done at 6-311+G(2d,p) level; cCCSD(T)/6-311+G(2d,p)//B3LYP/6-311+G(2d,p). ΔEe
≠, ΔH≠, ΔG≠, ΔS≠: electronic 

energy, enthalpy, free energy, and entropy of activation, respectively; ΔEe
rxn, ΔHrxn, ΔGrxn, ΔSrxn: electronic energy, enthalpy, free energy, and entropy of 

reaction, respectively.
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Dipolarophiles are slightly distorted, thus only a slight 
increase in the HOMO energy and decrease in the LUMO 
energy are observed.77 The distortion of both reactants 
provides a more effective type  III interaction. For the 
first cycloaddition, this gap is 4.63 eV and for the second 
cycloaddition, the energy gap is equal to 3.41 eV. The 
frontier molecular orbitals of the reactions are shown in 
Figure 3.

Reaction mechanism, comparison between functionals, and 
solvent effects for the second cycloaddition

The second dipolar cycloaddition proceeds from the 
addition of BNO to the C=N bond of isoxazoline (PROD1), 
also in a concerted but asynchronous way.30 The  2:1 
cycloadduct obtained is due to the higher reactivity of the 
C=N bond of 3. The four structures with lower energy 
found for the TS2 are shown in Figure 4. For bisadduct 
formation, the electrophilic carbon of the dipole attacks 
the nitrogen of the heterocyclic ring (nucleophilic center) 

and the oxygen, in turn, provides electronic density to the 
pro-chiral carbon attached to the aromatic ring.

The second cycloaddition is more asynchronous than 
the first one. When the 1,3-dipole addition occurs, in 
the gas phase, via the β face, the reaction is even more 
asynchronous since the C6–N1 bond length is in the range 
of 1.92‑1.94 Å and the C5–O4 is in the range of 2.45‑2.58 Å. 
On α face attack, the C6–N1 bond length is in the range of 
1.94-1.97 Å and the C5–O4 is in the range of 2.36‑2.49 Å. 
This could be explained by the stronger electron repulsion 
in the structures whose attack by BNO occurred on the 
same side as the –COOH group (β face attack). Again, 
the different DFT functionals considered in this work 
presented slight changes in the bond lengths and angles, 
but with higher differences in bond orders (Wiberg bond 
index). When solvent effects were included, the C5–O4 bond 
length increased to 2.51-2.75 Å while C6–N1 decreased to 
1.91-1.95 Å, making the reaction even more asynchronous. 

The C6–N1 bond length is less sensitive to functional 
changes and to the inclusion of solvent effects. In the same 

Figure 3. Frontier molecular orbitals (in the TS geometry) involved in the two cycloaddition reactions.

Figure 4. Geometries of  lower energy transition structures for the second cycloaddition(TS2) and corresponding products obtained in the gas phase, showing 
the new bond lengths formed and respective Wiberg indices (in parentheses), and angles between C5–N1–O3. The functionals used are: (i) PBE1PBE, 
(ii) B3LYP and (iii) CAM-B3LYP. All bond lengths are in Å and angles in degrees
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way as for the cycloadduct formed in the first cycloaddition, 
the bond lengths and angles, in general, showed slight 
changes when compared between different structures 
and between different functionals. Considering the three 
functionals, B3LYP presented bond lengths about 0.01 Å 
longer than the others, while the PBE1PBE and CAM-
B3LYP had roughly the same values.

Table 5 presents the activation free energies and 
reaction free energies obtained for the most stable 
structures found for the second cycloaddition. The 
activation free energies obtained are in the range of 28.1 
to 30.7 kcal mol-1 (PBE1PBE), 32.3 to 35.0 kcal mol-1 
(B3LYP) and 30.6 to 33.6  kcal  mol-1 (CAM-B3LYP). 
With the inclusion of solvent effects, the free activation 
barriers are increased by around 2.0 kcal mol-1. Thus, the 
activation free energy for the second 13DC is higher than 
the energy for the first one. However, the cycloadduct 3 
was not observed experimentally and only the bisadduct 4 
was obtained.17 One possible explanation is the higher 
thermodynamic stability of the bisadduct, compared 
to cycloadduct, in addition to the slight difference in 
activation barriers (Figure 5).

In the same way, the FMO could explain the reactivity 
and regioselectivity of the system based on HOMO/LUMO  
interactions. The 3,5-regioisomer, formed in the first 
13DC, had a HOMO higher in energy than the HOMO of 
vinylacetic acid and, therefore, a competition between these 
two species is started. A new cycloaddition between HOMO 
of the PROD1 and LUMO of the nitrile oxide takes place. 
This reaction produces a bicyclo, which is experimentally 
observed.17

The three DFT functionals produce approximately the 

same free energies and electronic energies for the TS2, 
except for TS2_β-anti-HB. 

In this transition structure, a significant change in 
energy could be found: the CAM‑B3LYP functional 
stabilized the transition state more than the other functionals 
(Figure  S5). However, it is evident that each functional 
provided a significant difference in the magnitude of the 
free energy barrier of activation.

In the second 13DC reaction, the solvent inclusion 
changes the reaction selectivity. In the gas phase, β face 
attack is favored. The TS2_β-out structure presents a 
lower activation free energy than the other structures, but 
this preference is very small. This small difference is also 
observed when considering the solvent effects, but in this 
case, the structure that presented the lowest ∆G≠ comes 

Figure 5. Free energy profile (in kcal mol-1) for the two subsequent 
cycloadditions in the gas phase, using PBE1PBE as functional. The 
energies of TS1 and PROD1 are related to 1 + 2. The energies of TS2 
and PROD2 are related to 3 + 2.

Table 5. Calculated free energy barriers and reaction free energies (kcal mol-1) obtained at 298 K for the second cycloaddition, in the gas phase and THF, 
using CPCM as solvent model. 

Functional Solvent

TS2_α-anti/
PROD2_cis-anti / 

(kcal mol-1)

TS2_α-out/
PROD2_cis-out / 

(kcal mol-1)

TS2_β-out/
PROD2_trans-out / 

(kcal mol-1)

TS2_β-anti/
PROD2_trans-anti / 

(kcal mol-1)

ΔG≠ ΔGrxn ΔG≠ ΔGrxn ΔG≠ ΔGrxn ΔG≠ ΔGrxn

B3LYP

gas phase 32.51 2.12 32.35 2.59 32.92 4.19 32.30 3.69

THF 34.51 4.69 33.95 5.01 34.33 7.43 34.25 7.54

acetonitrile 34.91 5.63 34.06 5.65 34.68 8.07 34.93 8.31

formamide 34.91 5.75 34.02 5.68 34.67 8.11 35.00 8.38

PBE1PBE
gas phase 28.73 –9.18 29.62 –8.51 28.15 –7.07 28.27 –7.89

THF 30.45 –6.12 30.43 –6.50 30.61 –4.71 30.66 –4.40

CAM-B3LYP
gas phase 30.96 –9.46 31.45 –8.68 31.36 –7.08 30.64 –7.94

THF 33.56 –5.51 33.19 –5.71 33.29 –3.65 33.35 –3.56

ΔG≠: free energy barrier; ΔGrxn: reaction free energy; THF: tetrahydrofuran.
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from the α face (TS2_α-out), while the structures from 
β  face have smaller electronic energies. In addition, the 
TS2 structure that contains a hydrogen bond in the TS 
(TS2_β-anti-HB) is widely destabilized. In fact, using THF, 
the four structures containing no hydrogen bonds presented 
energy differences lower than 0.5 kcal mol-1.

The most significant stabilization by the solvent 
effects occurred in the structures containing a hydrogen 
bond (Figure S5). The highest polarity presented by these 
structures accounts for their greater stability. The transition 
states that did not contain a hydrogen bond shows a lower 
dipole moment. Furthermore, the anti structures are less 
polar than the out structures and, consequently, the latter 
are stabilized by the inclusion of the solvent effects. In the 
same way, the highest stabilization of the bicyclo structures 
containing hydrogen bonds (PROD2_cis-out-HB and 
PROD2_trans-out-HB) by inclusion of solvent effects could 
be explained by the more polar nature of these structures.

The possible geometries for the 2:1 bisadduct formed 
from the second cycloaddition were computed considering 
the attack by α and β faces and the different rotamers 
(anti, out and out-HB). When breaking the double bond 
of the isoxazoline ring during TS2 formation, a loss of 
planarity in the five-membered ring will take place. Thus, 
the interconversion among the envelope and half-chair 
conformation78 for this ring has also been considered. The 
envelope conformation with the C2 atom out of the plane is 
more stable than with O3 out of the plane due to electronic 
repulsion between aromatic ring and substituent group at 
the 5-position.

Table 5 also shows the reaction free energies obtained for 
the four more stable rotamers presented in Figure 4. The cis 
and trans structures refer to the relative orientation between 
the aromatic ring attached to C5 of the isoxazoline and the 
–CH 2COOH substituent group. Thus, the cis structures, 
come from the α-transition states, are more stable than trans 
structures that come from the β-transition states. In general, 
the anti rotamers exhibit lower electronic energy in the gas 
phase, while out rotamers are stabilized with the inclusion of 
the solvent effect. The bicyclo conformation with hydrogen 
bond exhibits higher energies, especially those with hydrogen 
bonds directly involved in TS2.

The second cycloaddition is less exergonic than the 
first one, but the product obtained is thermodynamically 
more stable. Whereas in the first cycloaddition the ∆Grxn 
magnitude is from –16.0 to –30.0  kcal  mol-1, in the 
second cycloaddition ∆Grxn presents energies from –9.5 
to 8.4  kcal  mol-1. Again, the great dependence on the 
DFT functional used is observed. The B3LYP functional 
provides positive reaction energies. Thus, it is evident 
that this functional does not describe this reaction 

satisfactorily. PBE1PBE and CAM‑B3LYP provided 
similar values of reaction free energy, especially in the 
gas phase, where these values are almost the same. In 
addition, those structures formed by α face attack had 
lower reaction free energies in the gas phase, and this 
difference increased with the inclusion of the solvent. 
Then, in all cases, the ∆∆Grxn between both attacks shows 
values greater than 1.0 kcal mol-1. 

In the gas phase, the lowest free energy barrier is obtained 
for TS2_β-out, but the product with the lowest reaction 
free energy comes from TS2_α-out, i.e., PROD2_cis-out.  
The energy differences in relation to the attack by the 
other face are very close. In this way, it appears that the 
majority reaction product depends on the factors that 
control cycloadditions: kinetic or thermodynamic. In 
contrast to Diels-Alder reactions, which are known to be 
under kinetic control,46,78-80 it is not clear if 13DC reactions 
have kinetic control or thermodynamic control.80 However, 
experimental81 and theoretical24,82 studies involving nitrile 
oxides point to mechanisms controlled in a kinetic way. 
Furthermore, it has also been reported that a preference 
for β face attack, which is more sterically hindered due 
to torsional factors (such as a preference for staggered 
conformations and for the concave face of the envelope 
conformation in cyclopentene rings)83 has more relevance 
than steric factors and governs stereoselectivity in several 
cases.84 From the electronic energies obtained for the TS2 
and PROD2 structures (Table S4), TS2_β is more stable than 
TS2_α, but the product formed by TS2_α is more stable.

Considering that the formation of cis and trans isomers 
are close in energy, we could expect to obtain a mixture of 
the stereoisomers. However, experimentally, only the trans 
isomer was isolated. No spectroscopic evidence for the 
formation of cis cycloadduct was obtained. The structural 
characterization of the bicyclo was made by 1H, 13C nuclear 
magnetic resonance (NMR) spectroscopic techniques 
(H,H-correlation spectroscopy (COSY), heteronuclear 
multiple quantum coherence (HMQC) and heteronuclear 
multiple bond coherence (HMBC)), electron ionization 
mass spectrometry (EI-MS) and high-resolution mass 
spectrometry (HRMS) (electrospray ionization (ESI)). 
These results was compared to those obtained by Caramela 
and co-workers85 and Jonas and co-workers,86 for the 
same class of bisadduct, confirming the formation of the 
bisadduct trans. The differences found between theoretical 
and experimental data could be associated with the alcoxy 
group bonded at para position in benzonitrile oxide 
(synthesized compound) or even to an error associated 
with the DFT functional parametrization. This topic 
remains open and will be subject to further studies with 
new isoxazolines reaction formation.
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Secondary interactions between orbitals

As well as the preference of alkoxy groups for the inside 
position,66 the preference for the anti position in the gas 
phase and the out position when including solvent effects 
could be explained in terms of the secondary interactions 
between orbitals. In this way, the charge and natural 
population analysis of atoms could provide a good estimate 
of how nucleophilic or electrophilic it is. Figure 6 shows 
the natural charges of atoms in the three transition state 
structures that resulted in 3,5-isoxazoline.

The changes in the atomic charges could be related 
to the secondary interaction between orbitals. In 
TS1_3,5-anti, the –COOH group preferred the anti 
position to stabilize the transition structure through the 
hyperconjugation effect. The overlap between πC=C and 
σ*C–COOH decreases the electron density in the alkene 
region. Thus, the HOMO energy is also reduced, similar 
to what happens when a withdrawing substituent group 
is connected to an alkene.13 The dihedral angle formed 
with the incoming nitrile oxide oxygen is 145.8o, thus 
the overlap between atomic orbitals is reduced and, in 
this way, the electron density in the double bond region 
is reduced. Despite the destabilization caused by this 
interaction, the overlap of the oxygen p orbital with a 
non-bonding electron pair parallel to σ*C–COOH allowed 
for additional stabilization of the transition state through 
the secondary interaction of these orbitals.

On the other hand, in TS1_3,5-out, the hydrogen is on 
the anti position, forming a dihedral angle of around 180.0o 
with the oxygen dipole. This allowed for a σC–H → π*C=C 
interaction, responsible for an increase in the electron 
density of the alkene and consequently an increase in the 
HOMO energy of the dipolarophile. In fact, when the orbital 
energies of the dipolarophile are compared, TS1_3,5-anti 
always shows a lower HOMO energy. Furthermore, in 
this transition state, the natural charges over carbons of 
the double bond are higher, while the natural charge over 
the carbon atom attached to the –COOH group is more 
negative. Therefore, we would expect a lower HOMO for 
TS1_3,5-anti than for TS1_3,5-out-HB HOMO in addition 
to more negative charges over the double bond carbons. 
However, this is not observed. One possible explanation 
could be the cyclical behavior of charge transfer in the 
transition state due to the geometry imposed by hydrogen 
bonding, as hydrogen bonding is responsible for an increase 
in negative charge on dipole oxygen. This stabilizes the 
σ*C–H orbital through electron donation from the p orbital, 
parallel to the C–H bond, which explains the increase 
in negative charge in the carbon atom (–0.535). The σ 
orbital of the C–H bond in the anti position could then 
donate electron density to π*C=C, thereby increasing the 
electron density in the double bond region. However, the 
first one is also parallel to OC–COH bond, which allowed 
for stabilization through a σC–H → σ*C–OH interaction and 
explained the charge over the carbonyl carbon, which is less 

Figure 6. Natural atomic charges obtained for the TS1 calculated at B3LYP/6-311+G(2d,p) level of theory, in the gas phase.Dihedral angles between the 
oxygen of 1,3-dipole  and the group at anti position are highlighted.
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positive in this transition state than in the others. Thus, the 
alkene substituent group shows an electron withdrawing 
effect in TS1_3,5-out-HB, producing a low energy HOMO 
and LUMO molecular orbitals.

The inclusion of the solvent effect may cause a slight 
decrease in the HOMO and LUMO energies of the 
dipolarophile. The transition state with a –COOH group 
in the anti position is favored in the gas phase because 
of electrostatic interactions despite the πC=C → σ*C–COOH 
destabilizing interactions. The charge separation on the 
molecule is less pronounced due to the interaction with 
the solvent reaction field, promoting the transition state 
stabilized by hydrogen bonding.

Conclusions

13DC reactions between BNO and vinylacetic acid 
were studied by DFT, using the PBE1PBE, B3LYP 
and CAM-B3LYP functionals. In order to compare 
the energetic barriers given by DFT calculations, 
CCSD(T)/6‑311+G(2d,p)//B3LYP/6-311+G(2d,p) was 
carried out to study the first cycloaddition. The solvent 
effects were taken into account using the CPCM and PCM 
models with solvents of different dielectric constants (THF, 
acetonitrile and formamide).

The 3,4-regioisomer is kinetically and thermodynamically 
disfavored while three 3,5-rotamers are closer in energy. In 
the gas phase, the anti rotamer presented the lowest energy 
for the transition state and product. However, considering 
solvent effects, the out rotamer is always favored. Thus, 
the preferential TS1 found was TS1_3,5-out and the most 
stable product was the TS1_3,5-out rotamer. A second 
cycloaddition occurs between the LUMO of BNO and the 
HOMO of the product formed in the first cycloaddition. 
In this reaction, BNO could interact via both faces of 
3,5-isoxazoline, generating cis and trans bicycles. The 
β face attack is favored by a small energy difference in 
the gas phase while the cis isomer is thermodynamically 
favored by more than 1.0 kcal mol-1. The α face attack 
presented a lower activation free energy when solvent 
effects were included. In terms of electronic energy, again, 
there is a preference for anti rotamers in the gas phase 
and out rotamers in the condensed phase. In the second 
cycloaddition, TS2 and the product with a hydrogen bond 
presented the highest energies.

PBE1PBE has proved to be the best functional to describe 
this reaction. The three functionals used in this work showed 
very similar results for molecular geometry calculations, 
but for the activation free energies, PBE1PBE presented, 
on average, energies 3.0  kcal  mol-1 lower than B3LYP 
and CAM-B3LYP. The reaction energies differences are 

larger. B3LYP presented reaction energies approximately 
10  kcal  mol-1 higher. PBE1PBE and CAM‑B3LYP 
presented similar reaction energies but the former produced 
more negative values. When compared to the CCSD(T) 
calculations, PBE1PBE showed satisfactory results, but 
provided activation free energies around 5 kcal mol-1 higher 
than CCSD(T) calculations. The reaction free energies 
obtained for the second cycloaddition using B3LYP are 
positive and much higher than those obtained with PBE1PBE 
and CAM-B3LYP. From this information, it is apparent that 
the B3LYP is not the best functional to study this reaction.

The energy barriers and reaction energies obtained 
using CPCM and PCM are very similar, especially when 
high dielectric constants are used. Although these values are 
essentially the same for both methods, the energies obtained 
by CPCM are slightly more negative than those obtained 
with PCM. Thus, we can conclude that both methods, PCM 
and CPCM, provide essentially the same results for the 
cycloaddition reaction studied, especially when the solvent 
has a high dielectric constant.
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