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  EDITORIAL

  
    Nóbrega JA, Loh W. Da submissão à publicação: como trabalhamos com o seu manuscrito. J. Braz. Chem. Soc. 2013;24(6):891-92

  

  
    Da submissão à publicação: como trabalhamos com o seu manuscrito

  

 

   

  Certamente, nós, Editores, Autores, Revisores e Leitores, estamos buscando o mesmo objetivo: um Journal of the Brazilian Chemical Society forte com elevado impacto e contribuições consistentes para o desenvolvimento das ciências químicas. No ano passado, atingimos um fator de impacto de 1,43 e, naturalmente, queremos avançar. Contudo, algumas vezes podemos ter interesses conflitantes e queremos destacar alguns detalhes sobre nosso processo de publicação e nossos objetivos apenas para lembrá-los sobre alguns procedimentos.

  Temos orientações claras para os autores (por favor, verifiquem o link http://jbcs.sbq.org.br/conteudo.asp?page=14) e, como exposto, nosso foco é a publicação de Artigos, Comunicações (grande urgência/importância), Artigos de Revisão e Cartas englobando novos aspectos de química e com contribuições originais e significativas para o desenvolvimento da área. Esse é o objetivo principal e, ocasionalmente, manuscritos são rejeitados pelos Editores sem a revisão externa por pares porque não preenchem esse requisito. A ciência se desenvolve ao adicionarmos tijolos a uma construção coletiva e ao mudarmos paradigmas. Devemos refletir para onde nossas contribuições estão direcionadas.

  Naturalmente, os manuscritos devem seguir um formato específico e os autores, ao trabalharem com a nossa equipe editorial, devem estar atentos para evitar atrasos durante o processo de submissão e (re)envio das versões corrigidas do manuscrito. A propósito, nossa equipe editorial trabalha muito para atendê-los e nos atender, mas, certamente, nós podemos cooperar simplesmente seguindo as orientações com relação ao formato do texto, figuras, referências, etc.

  Além disso, atualmente, devemos aproveitar as possibilidades trazidas pela mídia digital e um Resumo Gráfico visualmente atraente é uma excelente maneira de atrair a atenção de potenciais leitores. O uso da Informação Suplementar para adicionar detalhes sobre os experimentos (por que não adicionar um filme com estratégias experimentais especiais?) e dados instrumentais também trazem uma contribuição importante aos editores, revisores e leitores. Atualmente, isso é essencial para artigos descrevendo a síntese de novos compostos e também deve ser estendido para outras áreas. Nós sugerimos, com ênfase, que esses pontos sejam considerados quando da preparação de seus próximos manuscritos.

  Após ser aprovado pela equipe de publicação, o manuscrito é enviado a um editor específico com base na sua área de especialização. Os editores iniciam seus trabalhos lendo o resumo, a carta de submissão e o texto completo para entenderem seus aspectos particulares, resultados e contribuições. Atenção especial é dedicada à verificação das novidades apresentadas pelo manuscrito, particularmente se os autores reportaram estudos similares em publicações prévias (nós não queremos publicações salame!). Os editores querem servir a comunidade química, mas eles também precisam agir como guardiões para manter os padrões do JBCS. Todos os editores se esforçam para equilibrar os dois papéis e reiteramos que Editores, Autores, Revisores e Leitores certamente têm o mesmo objetivo. É desagradável para os editores terem que rejeitar um manuscrito sem a revisão externa por pares e procuramos evitar isso, mas, naturalmente, estamos restringidos pela busca de novidades para o desenvolvimento de nosso conhecimento químico. Ajuda muito quando os autores enviam uma carta de submissão com claras indicações realçando os pontos de destaque do manuscrito e como ele traz novos horizontes ao assunto em estudo. Infelizmente, não é tão comum receber boas cartas de submissão, que, frequentemente, são cartas burocráticas sem nenhum apelo especial. Insistimos que autores repensem esse aspecto.

  Então, chega o momento de indicar os revisores. Assim como os editores, os revisores são essenciais para a avaliação crítica de cada manuscrito e de suas principais características. Com relação a isso, os autores deveriam considerar cuidadosamente os revisores que sugerem e eventuais implicações éticas. A indicação de bons revisores evidencia o conhecimento da área de pesquisa. A propósito, as referências dos manuscritos também dão uma indicação da compatibilidade do trabalho com o JBCS. Revisores têm um papel fundamental e nós sumarizamos suas ações em um recente editorial intitulado "Revisitando as Diretrizes para a Revisão por Pares".1 Boas revisões são extremamente úteis para a decisão dos editores e nós comemoramos quando as recebemos. Por outro lado, dificulta o nosso trabalho o fato de um revisor não responder um convite (você está disponível?) ou aceitar o convite, mas não apresentar seus comentários dentro do prazo proposto. Isso afeta intensamente nosso tempo de publicação e os autores frequentemente se aborrecem com isso. Por favor, revisores, façam o melhor possível para nos ajudar a atender as expectativas dos autores.

  Desnecessário lembrar que desempenhamos diferentes papéis em diferentes momentos e sabemos como gostaríamos de ser tratados. Atualmente, nosso tempo médio de publicação é inferior a 5,5 meses (da submissão até a publicação online) e temos conseguido mantê-lo apesar do aumento do número de submissões. Como mencionado recentemente no primeiro editorial deste ano, em 2012, o JBCS recebeu cerca de 700 manuscritos, dos quais 280 artigos foram publicados em 12 números.2

  Após receber os comentários dos revisores, os Editores decidem sobre o manuscrito e o escritório editorial envia a decisão aos autores. Paciência e modéstia são grandes amigas. Não tome nada como pessoal. Seu trabalho foi avaliado, mas isso não o atinge como pessoa. Acalme-se e pense em como todos os autores podem contribuir fazendo as correções e respondendo aos comentários dos revisores e editores. Uma carta com respostas discriminadas é fundamental para a decisão editorial seguinte. O editor pode eventualmente consultar os revisores novamente. O tempo é sempre um fator crítico. Autores devem ter paciência e revisores devem trabalhar o mais rápido possível. Às vezes, é demais para uma agenda lotada, mas devemos fazer nosso melhor para cumprir os prazos sem atrasos.

  Felizmente, chegamos ao aceite do manuscrito e, após receber a tão aguardada carta, os autores devem trabalhar com a equipe editorial a fim de ter o artigo publicado.

  Nesse ponto, os Editores lerão novamente a prova tipográfica e os autores devem checá-la cuidadosamente e sem demora. Os autores sempre reclamam sobre o tempo envolvido no processo de publicação, mas, por favor, não se esqueçam de revisar o manuscrito e retornar sua prova o mais rapidamente possível.

  Atualmente, o JBCS está atribuindo a identificação digital do objeto, o número DOI, antes da publicação impressa dos artigos. Em breve, o JBCS iniciará um nova plataforma de processamento de manuscritos, a ScholarOne através do Scielo. Será outro grande passo na internacionalização do JBCS e que abrirá novas rotas de evolução.

  Estamos ansiosos para receber seus manuscritos e trabalhar juntos para o desenvolvimento contínuo do JBCS. Nossos esforços conjuntos podem nos levar "ao infinito e além". Vamos desfrutar esta viagem!

  
    Joaquim A. Nóbrega

    Editor do JBCS 

  

  
    Watson Loh

    Editor do JBCS
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  EDITORIAL

  
    Nóbrega JA, Loh W. From submission to publication: how we work with your manuscript. J. Braz. Chem. Soc., 2013;24(6):893-94

  

  
    From submission to publication: how we work with your manuscript

  

   

   

  Surely, we, Editors, Authors, Referees and Readers, are looking for the same goal: a strong Journal of the Brazilian Chemical Society with high impact and sound contributions to the development of chemical sciences. Last year, we reached an impact factor of 1.43 and of course we do want to move ahead. However, we may sometimes have conflicting interests and we want to point out some details about our publication process and goals just to remind you of some ideas.

  We have clear guidelines for authors (please, see http://jbcs.sbq.org.br/conteudo.asp?page=14) and, as stated, we focus on publication of Articles, Communications, Short Reports, Reviews, Accounts and Letters encompassing new aspects of chemistry and with original and significant contributions to an innovative chemical knowledge. This is a major goal and, occasionally, manuscripts are rejected by Editors without external peer review because they do not reach this target. Science develops by adding bricks to a collective wall and by changing paradigms. We should consider where our contributions are leading to.

  Of course, manuscripts should follow specific format and authors should be careful in their writing for avoiding delays during the submission process and (re)sending manuscript corrected versions when working with our office staff. By the way, our publishing office works hard to attend you and us, but certainly we may help their work just by following the format guidelines for text, figures, references etc.

  Additionally, nowadays we should take advantage of the possibilities brought by digital media and a visually attractive Graphical Abstract is an excellent way to get attention of prospective readers. The use of Supplementary Information (SI) for adding details about experiments (why not adding a movie with special experimental strategies?) and instrumental data also brings important contribution to editors, reviewers, and readers. SI is now a must for articles describing the synthesis of new compounds, and should be extended to other areas too. We do suggest you consider these points when preparing your coming manuscripts.

  After being approved by our publishing office, the submitted manuscript is sent to a specific editor based on her/his main area of expertise. Editors start their work by reading abstract, cover letter and all text for understanding its particular aspects, results and contributions. Particular attention is now devoted to checking whether this manuscript reports novel results, especially if the authors have reported similar studies in previous publications (we do not want to add to salami publishing!). Editors want to serve the chemical community, but they also need to act as gatekeepers to set the standards of the journal. All editors struggle to equilibrate both roles and, again, Editors, Authors, Referees and Readers, certainly have the same goal. It is a hard feeling when editors have to reject the submitted manuscript without external review and we strive to avoid this, but of course we are restricted by the search for novelties to develop our chemical knowledge. It helps a lot when authors send a cover letter with clear indications highlighting the outstanding points of the manuscript and how it brings new horizons to the studied topic. Unfortunately it is not so usual to receive good cover letters and frequently these are bureaucratic letters without any special appeal. We urge all authors to rethink about this aspect.

  Then, it comes to the indication of reviewers. Together with editors, reviewers are essential for a critical evaluation of each manuscript and its special features. At this point, authors should think carefully about the suggested reviewers and occasional ethical implications. Indication of good reviewers shows that you know the research area. By the way, your manuscripts' references also give an indication of the compatibility between your work and the JBCS. Reviewers have a critical role and we summarized their action in a recent editorial named "Refreshing Guidelines for Peer Reviewers".1 Good reviews are extremely helpful for editorial decision and we celebrate when we receive them. On the other hand, it makes our work harder when a reviewer does not reply an invitation (are you available?) or accept the invitation but does not provide his/her comments according to the deadline proposed. This affects a lot our publication time and authors are frequently upset about this. Please, reviewers, do your best and help us to meet authors' expectations. 

  No need to remember that we play different roles at different times and we know how we would like to be treated. Our current average publication time (from submission to web publication) is under 5.5 months and we have been able to keep it despite the increase of the number of submissions. As recently mentioned in the first editorial of this year, in 2012, the JBCS received about 700 submitted manuscripts and 280 articles were published in 12 issues.2

  After receiving reviewers' feedbacks, Editors decide about the submitted manuscript and the publishing office sends their decision to the authors. Patience and modesty are great fellows. Do not take anything as personal. Your piece of work was evaluated, but this does not reach you personally. Calm down and think on how all authors may contribute to do corrections and to reply reviewers' and editor's comments. A reply letter with itemized responses will be a must for further editorial decision. Eventually the editor may consult the reviewers again. Time is always a critical resource. Authors should stay patient and reviewers should act as fast as possible. Sometimes it is just too much for a busy schedule, but we must do our best to meet expectations without delays. 

  Fortunately we get to the point to accept the manuscript and after receiving the so expected letter, authors should work with the publishing office for having the article published.

  At this point, Editors will read again the galley proof and authors should check it carefully and without any delay. Authors always complain about the time involved in the publication process, but please do not forget to review the manuscript and return its proof as soon as possible. 

  Nowadays, the JBCS is assigning the digital object identification, the DOI number, in ahead-of-print articles. Soon the JBCS will start a new platform for manuscripts processing, the ScholarOne provided by Scielo. It will be another major step in the internationalization of the JBCS and it will open new routes of evolution.

  We are looking forward to receiving your manuscripts and working together for continuous development of the JBCS. Our joint efforts may lead us "to the infinity and beyond". Let us enjoy our journey! 

  
    Joaquim A. Nóbrega

    JBCS Editor 

  

  
    Watson Loh

    JBCS Editor
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    Green and selective synthesis of N-Substituted amides using water soluble porphyrazinato copper(II) catalyst

  

   

   

  Sara S. E. Ghodsinia;I Batool Akhlaghinia;I,* Elham Safaei;II Hossein EshghiI

  IDepartment of Chemistry, Faculty of Sciences, Ferdowsi University of Mashhad, 9177948974 Mashhad, Islamic Republic of Iran 

  IIDepartment of Chemistry, Institute for Advanced Studies in Basic Sciences (IASBS), 45137-66731 Zanjan, Islamic Republic of Iran 

   

  
    N,N',N'',N'''-Tetrametil tetra(2,3-piridil)porfirazinato metil sulfato de cobre(II) ([Cu(2,3-tmtppa)](MeSO4)4) catalisou com sucesso a conversão direta de nitrilas a amidas N-substituídas. A síntese seletiva do tipo one pot de amidas N-substituídas a partir de nitrilas e aminas primárias foi realizada em refluxo de água. O catalisador foi recuperado e reusado no mínimo 4 vezes, mantendo a sua eficiência.

  

   

  
    N,N',N'',N'''-Tetramethyl tetra-2,3-pyridinoporphyrazinato copper(II) methyl sulfate ([Cu(2,3-tmtppa)](MeSO4)4) efficiently catalyzed the direct conversion of nitriles to N-substituted amides. The one pot selective synthesis of the N-substituted amides from nitriles and primary amines was performed in refluxing H2O. The catalyst was recovered and reused at least four times, maintaining its efficiency.

    Keywords: [Cu(2,3-tmtppa)](MeSO4)4, N-substituted amide, nitrile, amine

  

   

   

  Introduction

  Amide bond formation is a fundamental reaction of great interest in organic and bioorganic chemistry, peptides and proteins include these bonds. Synthesis of N-alkyl amides has been of great interest because they are versatile synthetic intermediates used in the manufacture of several pharmacological products, polymers, detergents, lubricants and drug stabilizers, as well as key structural motifs present in numerous natural products.1-5 Current popular synthesis strategies of amides are the reaction of amines with carboxylic acids, transamidation of amides with amines, or with the reaction of carboxylic acid derivatives such as acyl halides, anhydrides, esters and other activated species usually in the presence of coupling reagents.6-27 Reactions promoted by coupling reagents are fundamental in organic synthesis. The majority of amide bond syntheses is merely stoichiometric, making these methods generally expensive and wasteful procedures.28 As the society needs forward-looking environmentally acceptable technology, the development of catalytic reactions that use transition-metal complex catalysts under neutral and mild reaction conditions is particularly important. These criteria include atom efficiency, formation of little inorganic waste, and selective synthesis of desired products, encouraging an effort towards using environmentally friendly catalytic processes that will not produce such waste. The conversion of aldehydes,29-36 oxime34,37-46 and nitriles47-54 constitute effective methods to access amides.31,55-61 

  A little-known reaction which yields amides is the hydrolytic amidation of nitriles with amines. A platinum and an iron catalysts were found to perform the coupling.53,54 Nitriles can also be coupled with alcohols to form amides in the Ritter reaction. As an alternative to sulfuric acid, the Ritter reaction can be catalyzed by metal complexes such as bismuth triflate62 and iron complexes.63 

  Our group recently reported that [Cu(2,3-tmtppa)] (MeSO4)4 (N,N',N'',N'''-tetramethyl tetra-2,3-pyridinoporphyrazinato copper(II) methyl sulfate) could be used as catalyst for protection of hydroxyl and carbonyl groups.64-66 In the course of our present study, our interesting is in using [Cu(2,3-tmtppa)](MeSO4)4 (Scheme 1) as a safe, environmentally benign and efficient acid catalyst in the preparation of N-substituted amides.

  
    

    [image: Scheme 1. The structure of [Cu(2,3-tmtppa)]]

  

   

  Experimental

  General

  The products were purified by column chromatography. The purity determinations of the products were accomplished by thin layer chromatography (TLC) on silica gel polygram STL G/UV 254 plates. The melting points of the products were determined with an Electrothermal type 9100 melting point apparatus. The Fourier transform infrared (FTIR) spectra were recorded on an Avatar 370 FTIR Therma Nicolet spectrometer. The nuclear magnetic resonance (NMR) spectra were provided on Brucker Avance 100 and 400 MHz instruments in CDCl3. Elemental analyses were performed using an Elementar Vario EL V5.19.1121 and Thermofinnigan Flash EA 1112 Series instruments. Mass spectra (MS) were recorded with a Shimadzu GC-MS-QP5050 and CH7A Varianmat Bremem instruments at 70 eV. The known products were characterized by FTIR and 1H NMR spectra and comparisons of their melting points (or those of the derivatives) were done with authentic samples. The catalyst was prepared and purified by the method described in the literature.67-69 

   

  Results and Discussion

  The optimization of the reaction conditions was carried out for the reaction of phenylacetonitrile with benzylamine in the presence of [Cu(2,3-tmtppa)](MeSO4)4 under various reaction parameters in order to achieve the maximum chemical yield at the lowest reaction time and lowest reaction temperature. The general reaction is outlined in Scheme 2 and the representative results are shown in Table 1.

  
    

    [image: Scheme 2. Synthesis of N-substituted amides.]

  

  
    

    [image: Table 1. Synthesis of N-benzyl-2-phenylacetamide in the presence of 0.5 mol% of [Cu(2,3-tmtppa)]]

  

  In the absence of any catalyst, there was no conversion to N-benzyl-2-phenylacetamide (Table 1, entries 1, 20 and 21). In solvent free condition and applying different molar ratios of phenylacetonitrile, benzylamine, [Cu(2,3-tmtppa)]4+ was identified as a catalyst for N-benzyl-2-phenylacetamide formation but in prolonged reaction time and low yield (Table 1, entries 2-5). In an effort to develop better reaction conditions, different solvents were screened for the preparation of N-benzyl-2-phenylacetamide from the reaction of phenylacetonitrile with benzylamine in the presence of 0.5 mol% of [Cu(2,3-tmtppa)](MeSO4)4. No product was obtained when the reaction was performed in dimethyl sulfoxide (DMSO), dimethylformamide (DMF), CH2Cl2 and Et2O (Table 1, entries 6-9). The catalytic effect of [Cu(2,3-tmtppa)](MeSO4)4 was efficiently decreased in aprotic polar solvents such as DMSO and DMF because of the strong coordination of solvent with CuII. As shown in Table 1, when the reaction was performed in refluxing 1,4-dioxane and H2O, N-benzyl-2-phenylacetamide was obtained in good to excellent yields. To improve amide formation, the effect of different molar ratios of phenylacetonitrile, benzylamine was examined in 1,4-dioxane and H2O (Table 1, entries 10-19). Also, the effect of temperature was studied in 1,4-dioxane and H2O. No conversion was observed when the reaction was carried out at room temperature (Table 1, entries 22-23). It seems that the temperature is an important factor in the preparation of N-benzyl-2-phenylacetamide. The best results were obtained in 1,4-dioxane, H2O, toluene and tetrahydrofuran (THF) (Table 1, entries 10-19,25-26). Because of safety, economic and handling considerations, H2O was chosen for further experiments. Maximum yield was observed in refluxing H2O with a 1:2 molar ratio of phenylacetonitrile:benzylamine (Table 1, entry 18). To investigate the effect of catalyst loading, the formation of N-benzyl-2-phenylacetamide was carried out in refluxing H2O in the presence of 1 mol% of catalyst. According to this study, increasing the catalyst loading did not lead to higher conversion (Table 1, entry 24). It is noteworthy that no evidence for reaction of phenylacetonitrile with water was observed in the absence of benzylamine and any tendency between phenylacetonitrile and H2O can be prohibited (Table 1, entry 27).

  To explore the generality and scope of the N-substituted amides formation catalyzed by [Cu(2,3-tmtppa)](MeSO4)4, the optimized reaction conditions (1:2 molar ratio of nitrile:amine, 0.5 mol% catalyst, refluxing H2O) were used for the synthesis of a series of amide derivatives (Table 2).

  
    

    [image: Table 2. Synthesis of different structurally N-substituted amides in the presence of [Cu(2,3-tmtppa)]]

  

  According to the results obtained (Table 2), N-substituted amides were prepared from the reaction of aromatic and aliphatic nitriles with primary aliphatic amines in the presence of [Cu(2,3-tmtppa)](MeSO4)4 in high isolated yields. The mechanism of this transformation is unclear. On the basis of proposed mechanism in Scheme 3, the catalytic activity of [Cu(2,3-tmtppa)](MeSO4)4 could well be attributed to the Lewis acidity of the complex. The catalytic reaction of alkyl and aryl nitriles with primary amines was achieved by refluxing aqueous solution of the corresponding nitriles, in the presence of 0.5 mol% [Cu(2,3-tmtppa)](MeSO4)4, which initially generates the nitrile bound copper species I. This idea is supported by performing the reaction in the absence of catalyst. Without any catalyst, the reaction is not completed even after long period of time (Table 1, entries 1, 20 and 21). Nucleophilic attack of primary amines to I affords intermediate II, which upon reaction with H2O, produces hydrolyzed product III. The formation of II and III was confirmed by the fact that nucleophilic attack of amine can be catalyzed by [Cu(2,3-tmtppa)](MeSO4)4, according to the result obtained from Table 1, entry 27 (any tendency between nitrile compound and H2O can be prohibited). Copper complex III produces N-substituted amide with concomitant loss of an ammonia molecule. Finally, the regeneration of catalyst initiates a second catalytic cycle. Nevertheless, at this time, there is no experimental evidence for I, II and III formation and action in this manner. However, further mechanistic studies are required to confirm this mechanism. 
    The catalytic activity of [Cu(2,3-tmtppa)](MeSO4)4 was examined for the reaction of alkyl and aryl nitriles with secondary amines and aryl amines. Surprisingly, even after long period of time, secondary amines and aryl amines remain intact in the reaction medium.

  
    

    [image: Scheme 3. A proposed mechanism for the formation of N-substituted amides.]

  

  [Cu(2,3-tmtppa)](MeSO4)4 acts as a recyclable catalyst for one pot amide formation from various nitriles and primary amines in refluxing H2O, which provides a new and green catalytic system for N-substituted amide synthesis. The catalyst can be easily recovered from the reaction mixture by extraction of organic compounds (3 × 5 mL CH2Cl2). The aqueous layer was evaporated and the catalyst was washed with CH2Cl2 three times to remove the products followed by drying in air at room temperature. Using this treatment, the recyclabilty of the catalsyt was evaluated for the reaction of phenylacetonitrile with benzyl amine (Table 3). The recovered catalyst was reused at least four times without any decrease in the yield of the N-benzyl-2-phenylacetamide. The 5th run gave 95% conversion after 19 h, but complete conversion and similar yield was obtained after 25 h.

  
    

    [image: Table 3. Reaction of phenylacetonitrile with benzylamine in the presence of reused catalyst]

  

  The results obtained (Table 2) clearly demonstrate that this method is inapplicable to synthesis of primary and N,N-disubstituted amides. The catalytic activity of [Cu(2,3-tmtppa)](MeSO4)4 in this reaction is selective.

  In our experiments, the completion of the reaction was confirmed by the disappearance of the nitrile on TLC followed by the disappearance of CN stretching frequency at 2230 cm-1 in the FTIR spectra. Also, absorption bands at 1677-1612 and 3396-3284 cm-1 due to carbonyl and NH group of N-substituted amide in FTIR spectra confirmed the amide formation. In the 1H NMR spectrum, the NH proton of N-substituted amide showed a downfield shift as compared to the NH2 protons of amine. In the 13C NMR spectrum, a signal at 173-161 ppm is assigned to the quaternary carbonyl carbon. The structure of all products was further confirmed by mass spectroscopy and CHN analysis.

   

  Conclusions

  In this study, our group not only investigated another catalytic activity of [Cu(2,3-tmtppa)](MeSO4)4 in organic synthesis, but also introduced an efficient, clean, convenient, practical and selective synthesis of N-substituted amides from the reaction of alkyl and aryl nitriles with amines in green solvent.

  This process is attractive in comparison with the conventional methods because this method offers several advantages: (i) the reaction proceeds smoothly and selectively with a wide range of amides (aliphatic and aromatic N-substituted); (ii) the catalyst is stable and reusable that offers easy handling and simple work-up; (iii) this method has satisfactory yields of a variety of amides;49 (iv) in contrast to the previously reported catalytic systems, which proceeded by hydration of nitrile to the primary amide and subsequent transamidation with amine, in the present method, amides are produced by direct reaction of nitriles with amines; (v) in comparison with the previous methods, nitriles are storage-stable and less corrosive substrates.
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    Supplementary Information

Experimental

General

    The products were purified by column chromatography. The purity determinations of the products were accomplished by thin layer chromatography (TLC) on silica gel polygram STL G/UV 254 plates. The melting points of products were determined with an Electrothermal Type 9100 melting point apparatus. The Fourier transform infrared (FTIR) spectra were recorded on an Avatar 370 FTIR Therma Nicolet spectrometer. The nuclear magnetic resonance (NMR) spectra were provided on Brucker Avance 100 and 400 MHz instruments in CDCl3. Elemental analyses were performed using an Elementar, Vario EL V5.19.1121 and Thermofinnigan Flash EA 1112 Series instruments. Mass spectra (MS) were recorded with a Shimadzu GC-MS-QP5050 and CH7AV arianmat Bremem instruments at 70 eV.

    Preparation of N-benzyl-2-phenylacetamide from phenyl acetonitrile and benzylamine (1)

    To a solution of phenylacetonitrile (0.1171 g, 1 mmol) in H2O (1 mL), [Cu(2,3-tmtppa)](MeSO4)4 (0.0054 g, 0.5 mol%) was added at room temperature with continuous stirring. Benzylamine (0.2143 g, 2 mmol) was added with stirring at room temperature. The temperature was raised up to 100 ºC. The progress of the reaction was followed by TLC. Upon completion of the reaction, the reaction mixture was extracted with 3 × 5 mL CH2Cl2. The organic layer was dried with anhydrous Na2SO4 and concentrated under reduced pressure. The resultant crude viscous product was recrystallized from n-hexane:dichloromethane (4:1) obtaining 0.2207 g of pale yellow crystals (98% yield).

    Characterization data of spectra for representative compounds

    N-Benzyl-2-phenylacetamide (1)

    mp 118-120 ºC (lit. 118-120 ºC);1 FTIR (KBr) νmax/cm-1 3289 (N–H), 3080, 3062, 3030, 2917, 1638 (C=O), 1551, 1493, 1453, 1028, 771, 694; 1H NMR (400 MHz, CDCl3) δ/ppm 7.34-7.24 (m, 9H, ArH), 7.17 (d, 1H, J 4.76 Hz, ArH), 6.06 (br, 1H, NH), 4.42 (d, 2H, J 5.6 Hz, CH2NH), 3.61 (s, 2H, CH2CO); 13C NMR (100 MHz, CDCl3) δ/ppm 170.6, 137.5, 135.0, 129.6, 129.6, 128.9, 128.8, 127.3, 126.7, 43.9, 42.9.

    N-(2-Methoxybenzyl)-2-phenylacetamide (2)

    mp 88-90 ºC; FTIR (KBr) νmax/cm-1 3281(N–H), 3076, 3027, 2917, 1645 (C=O), 1603, 1550, 1491, 1455, 1242, 1028, 753, 699; 1H NMR (400 MHz, CDCl3) δ/ppm 7.35-7.21 (m, 7H, ArH), 6.91 (t, 1H, J 7.6 Hz, ArH), 6.83 (d, 1H, J 8.4 Hz, ArH), 6.05 (br, 1H, NH), 4.42 (d, 2H, J 5.6 Hz, CH2NH), 3.69 (s, 3H, OCH3), 3.61 (s, 2H, CH2CO); 13C NMR (100 MHz, CDCl3) δ/ppm 170.6, 157.5, 135.0, 129.6, 129.6, 128.9, 128.8, 127.3, 126.0, 120.7, 110.2, 55.1 , 43.9, 39.9; MS (EI) m/z (%) 255 [M+], 254 (100) [M+ –H], 253 (100) [M+ –2H], 136 [M+  – C7H8O], 121 (100) [M+ – C8H8NO], 91 [C7H7+]; CHN (C16H17NO2) calc. (%) C (75.27), H (6.71), N (5.49); found (%) C (74.99), H (6.78), N (5.52).

    N-Butyl-2-phenylacetamide (3)

    mp 35-37 ºC (Lit. 37-38 ºC);2 FTIR (Neat) νmax/cm-1 3354 (N–H), 3178, 3080, 3064, 3027, 2802, 1638 (C=O), 1491, 1416, 1286, 1180, 747, 698; 1H NMR (400 MHz, CDCl3) δ/ppm 7.40-7.29 (m, 5H, ArH), 5.61 (br, 1H, NH), 3.56 (s, 2H, CH2CO), 3.18 (q, 2H, J 6.8 Hz, NHCH2CH2), 1.38 (qn, 2H, J 6.8 Hz, CH2CH2Et), 1.23 (sx, 2H, J 7.2 Hz, CH2CH2CH3), 0.85 (t, 3H, J 7.2 Hz, CH2CH3); 13C NMR (100 MHz, CDCl3) δ/ppm 173.5, 134.9, 129.5, 129.1, 127.5, 43.6, 39.5, 31.2, 19.7, 13.4.

    N-(3-Ethoxypropyl)-2-phenylacetamide (4)

    mp 136-138 ºC; FTIR (KBr) νmax/cm-1 3352 (N–H), 3180, 3062, 3028, 2974, 2867, 1647 (C=O), 1550, 1496, 1453, 1416, 1289, 1114, 747, 700; 1H NMR (400 MHz, CDCl3) δ/ppm 7.41-7.29 (m, 5H, ArH),5.85 (br, 1H, NH), 3.81 (s, 2H, CH2CO), 3.64-3.59 (m, 4H, NHCH2CH2CH2O), 3.542 (q, 2H, J 7.2 Hz, OCH2CH3), 1.95 (qn, 2H, J 6.4 Hz, CH2CH2CH2O), 1.29 (t, 3H, J 7.2 Hz, CH2CH3); 13C NMR (100 MHz, CDCl3) δ/ppm 171.1, 135.1, 129.5, 129.1, 127.5, 69.4, 66.3, 41.8, 38.5, 29, 15.1; MS (EI) m/z (%) 221 [M+], 219 [M+ – 2H], 191 [M+ – C2H5], 134 (100) [M+ – C5H11O], 91 [C7H7 +]; CHN (C13H19NO2) calc. (%) C (70.56), H (8.65), N (6.33); found (%) C (69.94), H (8.26), N (6.24).

    N-Benzyl-2-(4-chlorophenyl)acetamide (5)

    mp 150-151 ºC (Lit. 151-153 ºC);3 FTIR (KBr) νmax/cm-1 3279 (N–H), 3056, 3027, 2913, 2872, 1644 (C=O), 1594, 1542, 1492, 1453, 1417, 1086, 1013, 800, 742, 692: 1H NMR (100 MHz, CDCl3) δ/ppm 7.52–6.97 (m, 9H, ArH), 5.74 (br, 1H, NH), 4.44 (d, 2H, J 6 Hz, CH2NH), 3.56 (s, 2H, CH2CO).

    N-Butyl-2-(4-chlorophenyl)acetamide (6)

    mp 80-81 ºC; FTIR (KBr) νmax/cm-1 3301 (N–H), 3066, 2959, 2931, 2872, 1649 (C=O), 1595, 1543, 1492, 1417, 1089, 804, 740; 1H NMR (400 MHz, CDCl3) δ/ppm 7.36 (d, 2H, J 8 Hz, ArH), 7.21(d, 2H, J 8.4 Hz, ArH), 5.47 (br, 1H, NH), 3.53 (s, 2H, J 6 Hz, CH2CO), 3.22 (q, 2H, J 6.8 Hz, NHCH2CH2), 1.43 (qn, 2H, J 6.8 Hz, CH2CH2Et), 1.29 (sx, 2H, J 7.2 Hz, CH2CH2CH3), 0.90 (t, 3H, J 7.2 Hz, CH2CH3); 13C NMR (100 MHz, CDCl3) δ/ppm 170.3, 133.5, 133.3, 130.8, 129.1, 43.1, 39.5, 31.6, 20.0, 13.7; MS (EI) m/z (%) 227 [M+ + 2], 225 [M+], 190 [M+ – Cl], 125 [M+ – C5H10NO], 100 [M+ – C7H6Cl], 57 (100) [C4H9+]; CHN (C12H16ClNO) calc. (%) C (63.85), H (7.14), N (6.21); found (%) C (64.32), H (7.49), N (6.63).

    N-Benzylbenzamide (7)

    mp 89-90 ºC (Lit. 90-91 ºC);4 FTIR (KBr) νmax/cm-1 3342(N–H), 3088, 3063, 3029, 2861,1643(C=O), 1603, 1540, 1494, 1453,1361, 1207, 1071, 1027, 736, 697; 1H NMR (100 MHz, CDCl3) δ/ppm 7.92-7.18 (m, 10H, ArH), 6.46 (br, 1H, NH), 4.68 (d, 2H, J 5.56 Hz, CH2NH).

    N-Benzylpicolinamide (8)

    mp 84-85 ºC (Lit. 85 ºC);5 FTIR (KBr) νmax/cm-1 3305 (N–H), 3080, 3031, 2920, 1660(C=O), 1527, 1457, 1433, 1355, 1251, 1081, 999, 744, 702, 689; 1H NMR (400 MHz, CDCl3) δ/ppm 8.55 (d, 1H, Pyr), 8.42 (br, 1H, NH), 8.26 (d, 1H, Pyr), 7.88 (td, 1H, J1 7.6 Hz, J2 1.2 Hz, Pyr), 7.46-7.43 (m, 1H, Pyr), 7.41-7.29 (m, 5 H, ArH) 4.70 (d, 2H, J 6.0 Hz, CH2NH); 13C NMR (100 MHz, CDCl3) δ/ppm 164.3, 149.8, 148.1, 138.2, 137.4, 128.7, 127.9, 127.5, 126.3, 122.4, 43.5; CHN (C13H12N2O) calc. (%) C (73.56), H (5.7), N (13.2); found (%) C (73.15), H (5.7), N (3.16).

    N-(2-Methoxybenzyl)picolinamide (9)

    mp 89-91ºC; FTIR (KBr) νmax/cm-1 3396 (N–H), 3072, 2966, 2835, 1665 (C=O), 1593, 1524, 1493,1462, 1437,1247, 1119, 997, 816, 755, 616; 1H NMR (400 MHz, CDCl3) δ/ppm 8.56 (d, 1H, J 4.4 Hz, Pyr ), 8.49 (br, 1H, NH), 8.24 (d, 1H, J 8 Hz, Pyr ), 7.82 (td, 1H, J1 7.6 Hz, J2 1.6 Hz, Pyr), 7.44-7.41 (m, 1H, Pyr), 7.39-7.27 (m, 2H, ArH), 6.97-6.91 (m, 2H, ArH), 4.70 (d, 2H, J 6 Hz, CH2NH), 3.92 (s, 3H,CH3); 13C NMR (100 MHz, CDCl3) δ/ppm 164.1, 157.7, 150.2, 148.1, 137.3, 129.6, 128.8, 126.3, 126.0, 122.4, 120.6, 110.3, 55.4, 39.1.

    N-(2-Chlorobenzyl)picolinamide (10)

    mp 84-85 ºC (Lit. 84-85 ºC);6 FTIR (KBr) νmax/cm-1 3321 (N–H), 3076, 3056, 2913, 1663(C=O), 1593, 1564, 1528, 1464, 1444, 1432, 1286, 1041, 1004, 745, 686; 1H NMR (400 MHz, CDCl3) δ/ppm 8.56 (d, J 4.4 Hz, 1H, Pyr ), 8.53 (br, 1H, NH), 8.23 (d, 1H, J 7.6 Hz, Pyr ), 7.86 (td, 1H, J1 7.6 Hz, J2 1.2 Hz, Pyr), 7.48-7.24 (m, 5H, Pyr, ArH), 4.78 (d, 2H, J 6 Hz, CH2NH); 13C NMR (100 MHz, CDCl3) δ/ppm 164.4, 149.7, 148.2, 137.4, 135.7, 133.7, 130.0, 129.6, 128.9, 127.1, 126.3, 122.4, 41.4; CHN (C13H11ClN2O) calc. (%) C (63.29), H (4.49), N (11.36); found (%). C (62.86), H (4.22), N (10.93).

    N-(3-Ethoxypropyl)picolinamide (11)

    Oil; FTIR (neat) νmax/cm-1 3350 (N–H), 3060, 2974, 2930, 2867, 2798, 1675 (C=O), 1569, 1527, 1464, 1434, 1377, 1282, 1112, 997, 824, 751, 691; 1H NMR (400 MHz, CDCl3) δ/ppm 8.56 (d, 1H, J 4 Hz, Pyr), 8.50 (br, 1H, NH), 8.21 (d, 1H, J 8 Hz, Pyr ), 7.86 (td, 1H, J1 7.6 Hz, J2 1.6 Hz, Pyr), 7.44 -7.41 (m, 1H, Pyr), 3.64-3.59 (m, 2H, CH2CH2OEt, 2H, OCH2CH3), 3.54 (q, 2H, J 7.2 Hz, NHCH2CH2), 1.93 (qn, 2H, J 6.4 Hz, CH2CH2CH2), 1.28 (t, 3H, J 6.8 Hz, OCH2CH3); 13C NMR (100 MHz, CDCl3) δ/ppm 164.3, 150.9, 148.1, 137.3, 126.00, 122.1, 69.3, 66.5, 37.8, 29.3, 15.2; MS (EI) m/z (%) 208 [M+], 179 [M+ – C2H5], 163 [M+ – C2H5O], 149 [M+ – C3H7O], 135 [M+ – C4H9O], 106 [C6H4NO+], 78 [C5H4N+]; CHN (C11H16N2O2) calc. (%) C (63.44), H (7.74), N (13.45). found (%) C (63.04), H (7.65), N (13.67).

    N-Cyclohexylpicolinamide (12)

    mp 50-51 ºC; FTIR (KBr) νmax/cm-1 3345 (N–H), 3064, 2931, 2850, 2965, 1677 (C=O), 1568, 1525, 1462, 1425, 1323, 1278, 1164, 1084, 996, 976, 891, 821, 753, 651, 619; 1H NMR (400 MHz, CDCl3) δ/ppm 8.56 (d, 1H, J 4.4 Hz, Pyr), 8.22 (d, 1H, J 7.6 Hz, Pyr), 7.98 (br, 1H, NH), 7.85 (td, 1H, J1 7.8 Hz, J2 2 Hz, Pyr), 7.44-7.42 (m, 1H, Pyr), 4.04-3.94 (m, 1H, CHNH), 2.05-2.01 (m, 2H, CH2CH2CH), 1.82-1.76 (m, 2H, CH2CH2CH), 1.70-1.20 (m, 6H, CH2CH2CH2); 13C NMR (100 MHz, CDCl3) δ/ppm 163.3, 150.3, 147.9, 137.3, 126.0, 122.2, 48.2, 33.1, 30.4, 25.6, 24.9, 23.0.

    N-Butylpicolinamide (13)

    Oil; FTIR (Neat) νmax/cm-1 3391 (N–H), 3056, 2958, 2930, 2871, 1670 (C=O), 1590, 1568, 1527, 1464, 1434, 1275, 1261, 997, 765, 749, 691; 1H NMR (100 MHz, CDCl3) δ/ppm 8.54-8.43 (d, 1H, J 3.5 Hz, Pyr), 8.25-8.15 (d, 1H, J 7.5 z, Pyr), 8.05 (br, 1H, NH), 7.93-7.7 (t, 1H, J 7.6 Hz, Pyr), 7.5-7.3 (m, 1H, Pyr), 3.49 (q, 2H, NHCH2CH2), 1.84-1.19 (m, 4H, CH2CH2CH2CH3), 1.12-0.79 (t, 3H, J 7.3 Hz, CH2CH3).

    N-(Furan-2-ylmethyl)picolinamide (14)

    mp 100-102 ºC; FTIR (KBr) νmax/cm-1 3344 (N–H), 3133, 3105, 3047, 2925, 1661 (C=O), 1525, 1464, 1352, 1306, 1212, 1148, 1014, 927, 745, 664, 600; 1H NMR (400 MHz, CDCl3) δ/ppm 8.56 (d, 1H, J 3.6 Hz, Pyr), 8.37 (br, 1H, NH), 8.24 (d, 1H, J 7.6 Hz, Pyr), 7.87 (td, 1H, J1 7.6 Hz, J2 1.2 Hz, Pyr), 7.40 (t, 1H, J 6.4 Hz, Pyr ), 6.52 (d, 1H, J 0.8 Hz, furan), 6.36-6.31 (m, 2H, furan), 4.68 (d, 2H, J 6 Hz, CH2NH); 13C NMR (100 MHz, CDCl3) δ/ppm 164.2, 151.3, 149.7, 148.1, 142.3, 137.4, 126.3, 122.4, 110.4, 107.5, 36.5; MS (EI) m/z (%) 202 [M+], 106 [M+ – C5H6NO], 96 (100) [M+ – C6H4NO], 81 [M+ – C6H5N2O]; CHN (C11H10N2O2) calc. (%) C (65.34), H (4.98), N (13.85); found (%) C (66.09), H (4.93), N (13.91).

    N-Benzylnicotinamide (15)

    mp 72-74 ºC (Lit. 73-74 ºC);7 FTIR (KBr) νmax/cm-1 3295, 3088, 3055, 3038, 2930, 1634, 1592, 1547, 1482, 1457, 1453, 1420, 1306, 1233, 1157, 1081, 1024, 750, 704 , 670; 1H NMR (400 MHz, CDCl3) δ/ppm 9.01 (s, 1H, Pyr), 8.75 (d, 1H, J 4 Hz, Pyr), 8.17 (d, 1H, J 8 Hz, Pyr), 7.44-7.29 (m, 5H, ArH ,1H, Pyr); 6.50 (br, 1H, NH); 4.70 (d, 2H, J 5.6 Hz, CH2NH); 13C NMR (100 MHz, CDCl3) δ/ppm 165.55, 152.23, 147.9, 137.78, 135.32, 130.13, 128.87, 127.99, 127.80, 123.57, 44.21; CHN (C13H12N2O) calc. (%) C (73.56), H (5.7), N (13.2); found (%) C (73.08), H (5.64), N (13.52).

    N-Benzylisonicotinamide (16)

    mp 81-83 ºC (Lit. 83-85 ºC);7 FTIR (KBr) νmax/cm-1 3313 (N–H), 3060, 3027, 2880, 2843, 1646 (C=O), 1599, 1543, 1494, 1452, 1413, 1300, 845, 735, 697; 1H NMR (400 MHz, CDCl3) δ/ppm 8.91 (d, 2H, J 4.4 Hz, Pyr), 7.77 (d, 2H, J 4.8 Hz, Pyr), 7.45-7.29 (m, 5H, ArH ), 6.95 (br, 1H, NH), 4.64 (d, 2H, J 5.2 Hz, CH2NH); 13C NMR (100 MHz, CDCl3) δ/ppm 165.6, 150.4, 141.3, 137.5, 128.9, 128.0, 127.7, 122.0, 44.3.

    N-Butylisonicotinamide (17)

    mp 41-42 ºC (Lit. 41-42 ºC);4 FTIR (KBr) νmax/cm-1 3312 (N–H), 2958, 2931, 2872, 1650 (C=O), 1600, 1552, 1491, 1409, 1308, 1218, 1066, 998, 847, 758, 670; 1H NMR (100 MHz, CDCl3) δ/ppm 8.67 (d, 2H, J 4.7 Hz, Pyr), 7.63 (d, 2H, J 3.09 Hz, Pyr), 6.95 (br, 1H, NH), 3.43 (q, 2H, J 4 Hz, CH2CH2NH), 1.85-1.17 (m, 4H, CH2CH2CH2CH3), 0.91 (t, 3H, J 4.5 Hz, CH2CH3).

    N-Benzylthiophene-2-carboxamide (18)

    mp 116-118 ºC (Lit. 119.5-120.5 ºC);8 FTIR (KBr) νmax/cm-1 3351 (N–H), 3109, 3088, 3064, 3031, 2929, 1622 (C=O), 1545, 1511, 1422, 1303, 1246, 861, 772, 718, 696; 1H NMR (100 MHz, CDCl3) δ/ppm 7.62-7.45 (m, 2H, thiophene), 7.4-7.2 (m, 1H, thiophene, 4H, ArH), 7.04 (t, 1H, J 4 Hz, ArH), 6.36 (br, 1H, NH), 4.61 (d, 2H, J 6 Hz, CH2NH); CHN (C12H11NOS) calc. (%) C (66.33), H (5.10), N (6.45), S (14.76); found (%) C (66.8), H (5.33), N (6.95), S (13.99).

    N-Butylthiophene-2-carboxamide (19)

    mp 64-66 ºC (Lit. 67-68 ºC);9 FTIR (KBr) νmax/cm-1 3280 (N–H), 3105, 3084, 2953, 2924, 2876, 1612 (C=O), 1557, 1421, 1356, 1307, 1247, 1220, 1139, 980, 869, 772, 735; 1H NMR (100 MHz, CDCl3) δ/ppm 7.65-7.38 (m, 2H, thiophene), 7.05 (t, 1H, J 3.8 Hz, thiophene), 6.11(br, 1H, NH), 3.4 (q, 2H, J 4.8 Hz, NHCH2CH2), 1.75-1.13 (m, 4H, CH2CH2CH2CH3), 0.94 (t, 3H, J 6 Hz, CH2CH3); CHN (C9H13NOS) calc. (%) C (58.98), H (7.15), N (7.64), S (17.50); found (%) C (59.02), H (7.38), N (7.66), S (17.28).

    N-(2-Methoxybenzyl)thiophene-2-carboxamide (20)

    mp 154-156 ºC (Lit. 157-159 ºC);9 FTIR (KBr) νmax/cm-1 3311 (N–H), 3084, 3015, 2831, 1618 (C=O), 1553, 1461, 1295, 1247, 1106, 1026, 771, 732; 1H NMR (100 MHz, CDCl3) δ/ppm 7.58-7.12 (m, 3H, thiophene, 1H, ArH), 7.12-6.85 (m, 3H, ArH), 6.69 (br, 1H, NH), 4.6 (d, 2H, J 4.5 Hz, CH2NH), 3.83 (s, 3H, OCH3); CHN (C13H13NO2S) calc. (%) C (63.13), H (5.3), N (5.66), S (12.9); found (%) C (62.93), H (5.57), N (6.19), S (12.7).

    N-(2-Chlorobenzyl)thiophene-2-carboxamide (21)

    mp 116-118 ºC; FTIR (KBr) νmax/cm-1 3306 (N–H), 3080, 2958, 2908, 2851, 1620 (C=O), 1553, 1442, 1417, 1301, 1246, 1147, 1037, 755, 724, 681; 1H NMR (400 MHz, CDCl3) δ/ppm 7.55 (dd, 1H, J1 3.8 Hz, J2 2.8 Hz, thiophene); 7.51-7.47 (m, 2H, thiophene), 7.42-7.37 (m, 1H, ArH), 7.32-7.23 (m, 2H, ArH), 7.09 (dd, 1H, J1 5 Hz, J2 1.2 Hz, ArH), 6.56 (br, 1H, NH), 4.72 (d, 2H, J 6.4 Hz, CH2NH); 13C NMR (CDCl3, 100 MHz) δ/ppm 162.1, 138.7, 135.5, 133.5, 130.3, 129.5, 129.0, 128.4, 127.7, 127.4, 127.1, 41.8; MS (EI) m/z (%) 253 [M++2], 251 [M+], 216 [M+ – Cl], 139 [M+ – C5H4OS], 126 [C7H6C+l], 111 [M+ – C7H7ClN], 57 [C2H3NO2+]; CHN (C12H10ClNOS) calc. (%) C (57.25), H (4.00), N (5.56), S (12.74); found (%) C (57.41), H (4.25), N (5.75), S (12.55).

    N-(Furan-2-ylmethyl)thiophene-2-carboxamide (22)

    mp 97-100 ºC (Lit. 100-102 ºC);10 FTIR (KBr) νmax/cm-1 3284 (N–H), 3076, 2933, 2835, 1620 (C=O), 1550, 1515, 1413, 1308, 1200, 1148, 1003, 859, 711, 668; 1H NMR (100 MHz, CDCl3) δ/ppm 7.67-7.22 (m, 3H, thiophene), 7.02 (t, 1H, J 3.2 Hz, furan), 6.65 (br, 1H, NH), 6.42-6.18 (m, 2H, furan), 4.6 (d, 2H, J 5.5 Hz, CH2NH); CHN (C10H9NO2S) calc. (%) C (57.95), H (4.38), N (6.76), S (15.47); found (%) C (8.35), H (4.63), N (7.04), S (15.43).

    N-(3-Ethoxypropyl)thiophene-2-carboxamide (23)

    mp 56-58 ºC; FTIR (KBr) νmax/cm-1 3309 (N–H), 3084, 2979, 2872, 2796, 1615 (C=O), 1555, 1515, 1354, 1221, 1105, 1053, 953, 861, 812, 719; 1H NMR (400 MHz, CDCl3) δ/ppm 7.48 (dd, 1H, J1 3.6 Hz, J2 1.2 Hz, thiophene), 7.46 (dd, 1H, J1 4.8 Hz, J2 1.2 Hz, thiophene), 7.08 (t, 1H, J 2.4 Hz, thiophene), 6.21 (br, 1H, NH ), 3.63 (t, 2H, J 5.6 Hz, CH2CH2OEt), 3.60-3.51 (m, 4H, CH2CH3,CH2NH), 1.89 (qn, 2H, J 5.6 Hz, CH2CH2CH2), 1.27 (t, 3H, J 7.2 Hz, CH2CH3); 13C NMR (CDCl3, 100 MHz) δ/ppm 161.8, 139.5, 129.5, 127.7, 127.5, 70.3, 66.6, 39.2, 28.9, 15.4; MS (EI) m/z (%) 213 [M+], 183 [M+ – C2H6], 168 [M+ – C2H5O], 140 [M+ – C4H9O], 111 (100) [C5H3OS+]; CHN (C10H15NO2S) calc. (%) C (56.31), H (7.09), N ( 6.57), S (15.03); found (%) C (56.86), H (7.64), N (6.88), S (14.79).

    N-Benzyl-3-methylbutanamide (24)

    mp 56-58 ºC (Lit. 58-59 ºC);11 FTIR (KBr) νmax/cm-1 3275 (N–H), 3062, 3028, 2960, 2949, 2873, 1643 (C=O), 1578, 1495, 1425, 1336, 737, 695.

    N-Benzylpropionamide (25)

    mp 40-42 ºC (Lit. 42-43 ºC);12 FTIR (KBr) νmax/cm-1 3266 (N–H), 3130, 3063, 3032, 2975, 2937, 1658 (C=O), 1463, 1278, 1172, 1075, 997, 813, 700.
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    Tumores malignos são a causa de milhões de falecimentos no mundo todos os anos, porém a detecção da doença em seu estágio inicial pode salvar vidas. Biomarcadores tumorais permitem diagnósticos mais precoces e menos invasivos, portanto são vitais no tratamento do câncer. Os nucleosídeos têm sido pesquisados como um grupo potencial de biomarcadores tumorais presentes em fluidos biológicos. Neste trabalho, um método para a análise de nucleosídeos por eletroforese capilar com detecção UV (CE-UV) em amostras de soro sanguíneo foi desenvolvido e validado de acordo com a legislação vigente no Brasil. A separação de dez nucleosídeos mais o padrão interno foi atingida em ca. 25 min. O método pode contribuir para o diagnóstico precoce e preciso de casos de câncer.

  

   

  
    Malignant tumors are the cause of millions of deaths all over the world every year, but the detection of the disease in the first stages may save lives. Tumor biomarkers allow earlier and less invasive diagnosis, hence they are vital in the cancer treatment. Nucleosides have been investigated as a potential group of tumor biomarkers present in biological fluids. In this work, a method for the analysis of nucleosides in blood serum samples by capillary electrophoresis with UV detection (CE-UV) was developed and validated according to the current legislation in Brazil. Separation of ten nucleosides plus the internal standard was achieved in ca. 25 min. The method may contribute for earlier and more accurate diagnosis of cancer cases.
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  Introduction

  Cancer has become a condition of great concern all over the world. World Health Organization (WHO) reports that malignant tumors were responsible for 13% of deaths throughout the world in 2008 and estimates that it will rise to 45% until 2030. One in each two human beings will develop some type of malignant tumor during lifetime, but one third of death cases could be avoided if the disease was detected and treated early, when cancer is restricted to one organ and metastasis has not initiated. However, tumors are generally asymptomatic in such phase, so a test or exam that identifies the disease in the initial stage and that is noninvasive, simple, safe and easy to be performed would be ideal.1,2

  During carcinogenesis, morphological and histological alterations may occur inside the cells, which lead to expression of damaged genes as well as production of substances in response to the disease. Some tumor biomarkers, synthesized within cancer development, may be detectable right in the beginning of the disease, constituting an ideal system for early diagnosis.3,4 A biomarker may be defined as a feature that is objectively measured and evaluated as an indicator of a normal or pathogenic process.5 Most substances employed as tumor biomarkers are naturally produced by the human body, but their concentrations are increased during neoplasm development. The identification of biomarkers for cancer diagnoses has been widely researched due to the possibility of early detection and achievement of data about the pathology base and the stage of the disease. Different tumor biomarkers can be found for different types of cancer, and levels of the same tumor biomarker can be altered in more than one type of cancer. Tumor biomarkers can be used in conjunction with other tests, e.g., scans or biopsies, in order to assist the patient diagnosis.6-9

  Nucleosides are excreted in human biological fluids, such as urine and blood, during normal cell activity. In the post-transcpitional stage of transfer ribonucleic acid (tRNA), the four common nucleosides (i.e., adensosine, guanosine, cytidine and uridine) are released inside the cells and are further reincorporated in nucleic acids or degraded by the action of specific enzymes. However, modified nucleosides are produced by post-transcriptional modifications in molecular structures of normal nucleosides (mainly methylation of the nitrogenous base and/or the hydroxyl group present in the sugar moiety) due to the action of modifying enzymes, such as tRNA methyltransferases. Unlike normal nucleosides, the modified molecules cannot be reincorporated into nucleic acid chains because of the absence of suitable enzymes, being eliminated in body fluids.10,11 The highest turn-over rate of tRNA occurs in cancer cells as a consequence of the rapid degradation of nucleic acid structures, the aberrant activity of the structure modifying enzymes, and the higher division rate of affected cells. As a result, increased levels of nucleosides (both modified and non-modified) are excreted from cancer cells. Therefore, investigation of such analyte profile is of outcome importance since it may assist the early diagnosis and cancer treatment of patients, therefore increasing the survival rates. Publications have confirmed that the levels of some nucleosides are affected by tumor development, as shown in Tables 1 and 2, but the degree of such alteration in blood serum and the relation to cancer base pathologies have not been stated yet. The differences presented in published data emphasizes the necessity of further studies. Nevertheless, the practical application of nucleoside analyses as a diagnostic tool still requires improvements of methodologies, validation and expertise.12-29
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  Capillary electrophoresis (CE) has been applied to pharmaceutical, industrial, environmental and biological sample analysis.30-37 The technique presents high separation efficiency allied to low background electrolyte (BGE) and sample consumption, low analysis time and low amounts of organic waste, which allows to consider CE as a green chemistry technique of analysis. Other techniques, such as high-performance liquid chromatography (HPLC), have been used to analyze nucleosides in biological materials, but CE usually presents higher resolution power and less solvent consumption, which makes it more suitable for routine analysis.15-29 In this work, a method for the analysis of nucleosides in blood serum samples by capillary electrophoresis with UV detection (CE-UV) was developed and validated according to Brazilian legislation. The validation steps were entirely executed in blood serum from healthy subjects, emphasizing the novelty of the method, since few works have reported the validation of this method employing the biological matrix or have presented the complete procedure used for the evaluation of the figures of merit. The combination of the developed method with the ones routinely used in clinical analysis may corroborate for more accurate diagnoses of early stage cancer and for aiding the detection of false-positive or false-negative results.

   

  Experimental

  Reagents and solutions

  All reagents used herein were of analytical purity grade. Boric acid, monohydrate monobasic sodium phosphate and sodium hydroxide were from Merck (Darmstadt, Germany); sodium dodecil sulfate (SDS) was acquired from Sigma-Aldrich (Steinheim, Germany); methanol (HPLC grade) was from Carlos Erba (Milano, Italy); hydrochloric acid was purchased from LabSynth (São Paulo, Brazil), phenylboronic acid resin Affi-Gel 601 from Bio-Rad (Hercules, USA) and acetone from Nuclear (São Paulo, Brazil). Ten nucleoside standards (cytidine: C, thymidine: T, adenosine: A, guanosine: G, 2'-deoxyadenosine: 2dA, inosine: I, 5-methyluridine: 5mU, xanthosine: X, uridine: U, and 1-methyladenosine: 1mA) and the internal standard (8-bromoguanosine: 8BrG) were acquired from Sigma-Aldrich (St. Louis, Missouri, USA) (Figure 1). All solutions were prepared with deionized water obtained from a Milli-Q system from Millipore (Bedford, MA, USA). Ultrafiltration membranes of 3000 Da were acquired from Millipore (Bedford, MA, USA).
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  Nucleoside standard solutions were prepared by weighting the necessary amount of the standards and dissolving in water with the aid of ultrasound for about 20 min. The solutions were kept frozen and protected from light, and were discarded every 30 days. For method development, 0.5 mmol L-1 mixed solutions were employed. BGE solutions under all conditions described on the following sections were kept in refrigerator for about 3 months.

  Capillary electrophoresis

  Two CE-UV systems were employed for sample analyses and method development: HP3DCE for the initial steps, and CE7100 for the last optimization steps and validation (both from Agilent Technologies, Waldbroon, Germany). Fused silica capillaries with 50 µm i.d. and variable length, as described during the method development section, were bought from Agilent Technologies (California, USA) and Polymicro Technologies (Polymicro, Phoenix, USA). In the first use, capillaries were conditioned by flushing 1.0 mol L-1 NaOH for 30 min, followed by deionized water for 10 min and BGE for 15 min. At the beginning of the day, capillaries were prepared by flushing with 1 mol L-1 NaOH for 15 min, water for 10 min and BGE for 15 min. A simple conditioning procedure was applied between runs, and was constituted by 1 mol L-1 NaOH for 1 min, water for 1 min and BGE for 2 min. The capillaries were rinsed with water for 20 min at the end of the day and dried with flush of air for 10 min. Samples were injected under a pressure of 50 mbar for 15 s for nucleoside standards (consuming 21.6 nL of sample per run) and 3 s for acetone, used as electroosmotic flow (EOF) marker.

  The parameters evaluated during the optimization were: BGE pH and composition, surfactant and organic modifier concentration and applied voltage.

  Blood serum sample preparation

  Blood serum samples for the validation step were obtained from healthy male volunteers, because the method will be applied to the analyses of samples obtained from subjects with prostate cancer. The samples were brought from the Clinics Hospital of the University of Campinas, where they were previously tested for prostate specific antigen (PSA), human chorionic gonadotropin (βHCG), alpha-fetoprotein (AFP) and carcinoembryonic antigen (CEA) levels by immunoassays. Such biomolecules are tumor biomarkers commonly applied in diagnosis procedures. Therefore, the results of such assays indicated the samples were originated from healthy subjects. The Research Ethics Committee of the Medical Sciences College at the University of Campinas approved the use of biological materials for this project, which met all the provisions of Resolution 196/96 from the Brazilian Health Ministry.38 The Committee approved without restriction the research protocol developed herein and the free enlightenment permission form was filled in by the volunteers during sampling acquisition.

  The samples were extracted by an affinity procedure adapted from Davies et al.39 Solid phase extraction (SPE) columns filled with 200 mg of phenylboronic acid resin Affi-Gel 601 were employed. This polyacrilamide gel presents affinity for cis-diol groups (present in most of the studied nucleosides, except 2dA and T) and high binding capacity for small molecules in basic medium. In acidic medium, however, the resin unbinds the cis-diol groups and analytes may be eluted.

  Serum samples were centrifuged in ultrafiltration membranes for 1 h 30 min at 5000 rpm and 5 ºC. The SPE column was equilibrated with 20 mL of 0.250 mol L-1 ammonium acetate solution at pH 8.80. An aliquot of 1 mL of the sample was added, followed by 4 mL of 0.250 mol L-1 ammonium acetate pH 8.80. Nucleosides were eluted by employing 4 mL of 0.100 mol L-1 formic acid solution. Eluate was evaporated under nitrogen flow to half the volume and lyophilized for 24 h. The sample was ressuspended in 1 mL of deionized water and analyzed by CE-UV, showing the method sensitivity, since 21.6 nL of sample were required for each CE run.

  Validation

  All validation parameters were evaluated in standard solutions prepared in the biological matrix, i.e., blood serum samples from healthy male volunteers. Method validation was carried out in agreement with the parameters specified by the Brazilian National Health Surveillance Agency (ANVISA) for bioanalytical methods, i.e., limits of detection and quantification, linearity, precision and accuracy, which must be followed in the country.40 Analytical curves were elaborated by the internal standard method, in which the peak areas were divided by the internal standard peak area.

  All assays were performed in triplicate in the biological matrix, employing a pool composed by blood serum from 10 subjects spiked with standard solutions before extraction. The serum was centrifuged in ultrafiltration membranes and the filtrate was spiked with the desired amount of 1.0 mmol L-1 standard solution, according to the required concentration. The resulting solution was extracted as earlier described and injected.

   

  Results and Discussion

  Method development

  Aiming at the best separation of nucleoside standards, several electrophoretic parameters were evaluated. For assessment of the best conditions, electrophoretic mobility and resolution graphs against each evaluated parameter were constructed. Peaks were identified by UV absorption spectra and migration times.

  BGE pH and composition were first evaluated. A good compromise between separation and analysis time was observed for borate buffer at pH 9.20 (Figure 2a), in which the maximum difference among evaluated analytes mobilities was noticed. BGE concentration was evaluated employing borate buffer solutions from 20 to 100 mmol L-1 at pH 9.20. The best separation and a suitable analysis time were observed with 20 mmol L-1 borate buffer due to higher EOF velocity under more diluted BGEs (Figure 2b). However, capillary zone electrophoresis (CZE) mode was not considered adequate for analytes separation since peak resolutions did not reach the electropherogram baseline.
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  Therefore, SDS was added to BGE within the range of 10 to 350 mmol L-1 to evaluate micellar electrokinetic capillary chromatography (MEKC) suitability for adequate separation of the analytes. It was noticed that the resolution between peaks was improved with higher SDS concentrations. The best separation was obtained with 20 mmol L-1 borate buffer at pH 9.20 and 300 mmol L-1 SDS. Nevertheless, under this condition, co-migration of C and 1mA, and 2dA and 8BrG (internal standard) pairs was observed (Figure 2c), leading to the investigation of organic modifier addition to BGE. Methanol concentrations varying from 0 to 30% were evaluated. The best separations were observed with 15 and 25% methanol, but the former was chosen based on a shorter analysis time (Figure 2d) and integrity of SDS micellar structures in such lower organic solvent concentration. In fact, nucleosides present very similar structure, which differs slightly in charge to radius ratio. However, hydrophobicity differences are more prominent, justifying the best separations obtained with surfactant and organic modifier addition to the BGE. Finally, the applied voltage was evaluated between 10 and 30 kV, with the construction of Ohm's curve, which showed that Joule effect was observed in values higher than 25 kV (data not presented). Voltage did not affect the separation, but the analysis time. For this reason, the value of 25 kV was applied in all subsequent analysis aiming at smaller analysis time and avoiding the Joule effect.

  The high surfactant concentration caused problems like capillary clogging and breakage, as well as formation of bubbles and salt deposition inside the equipment due to high SDS concentration. The system was not able to maintain a stable current throughout successive runs, therefore poor reproducibility was frequently observed. The capillaries needed to be changed often and instrument maintenance was necessary at least once a week. The overall procedure could take up to half a day and the constant changes of capillary represented an additional cost. Therefore, after method optimization, this parameter was reevaluated aiming at a better compromise between separation, analysis time and equipment maintenance reduction. SDS concentration was reinvestigated within the concentration range of 240 to 300 mmol L-1. Electrophoretic mobilities did not vary significantly with lower SDS concentrations, but suitable resolutions and efficiencies were found with 260 mmol L-1. Thus, this concentration was employed in the subsequent analyses. Likewise, methanol concentrations were reinvestigated after SDS reevaluation on a fine tuning (Figure 2e). The addition of 17% methanol increased the resolution of all studied nucleosides, except G and U, which maintained almost the same values for all concentrations.

  Figure 3 shows an electropherogram obtained under the optimized analysis conditions. Total analysis time was less than 25 min, the peak efficiencies were within a range of 4.1 × 104 (for X) to 3.0 × 105 (for 1mA) theoretical plates, and the minimum resolution was 1.1 (between G and U). Resolution values obtained by the optimized method are presented in Table 3.
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  Method validation

  The first step on method validation was to observe the method selectivity by analyzing a blank sample. No peaks were observed with the same migration time of the analytes (data not presented). Therefore, the method was considered selective for the target analytes. The nucleosides 2dA and T were not extracted since both of them do not present the binding cis-diol affinity group. Consequently, they could not be retained by the resin. For this reason, they were not validated.

  The method detectability was evaluated by the limit of detection (LOD) and limit of quantification (LOQ). LOD was determined by a signal to noise ratio of 3:1, while LOQ was determined by a 10:1 ratio. The obtained values are smaller than those normally found for nucleoside analyses in urine samples for most of the analytes. Table 4 shows LOQs and LODs for the developed method and compares them with the literature data.
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  The results presented in Table 4 emphasize that, except for uridine, inosine, xantosine and cytidine, the LODs obtained by the developed method were smaller than those reported in the literature, although such analytes have shown smaller LODs than some of the cited works. However, the analyses presented herein were performed on biological matrix (blood serum) spiked with standard solutions, whereas the values in most published works were obtained with aqueous solutions of the standards, a condition that completely despises any possible matrix effect and reduces baseline noise, which improves significantly LOD values. That is the case of the literature values for LOD presented in Table 4.14,20,25,26 The cleaner matrix justifies the smaller LOD value obtained in some cases, but it can cause mistakes during real sample analysis. Even if biological matrix is applied, most of the methods used urine, which may lead to differences in the LOD values due to matrix effect. The differences in the techniques must also be considered since most of the published methods employed HPLC and MS techniques.

  The determinations of linearity and linear range were performed in triplicates through the elaboration of analytical curves with five points each, equally distributed within the linear range. Such determinations were also carried out with blood serum spiked with standard solutions, therefore matrix effects are considered on the curves. Correlation coefficients are acceptable for values higher than 0.99. The data obtained from the analytical curves are presented in Table 5 and Figure 4.
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  The method precision was evaluated within the same day (intra-run) and alternate days (inter-run) through 3 concentration levels, namely: minimum (the minimum concentration within the linear range), medium and maximum (the highest concentration within the linear range). The obtained results were expressed as relative standard deviation (RSD) and, according to the followed legislation, values higher than 15% should not be accepted for medium and maximum levels. For the minimum level, the RSD limit was 20%. Results presented in Table 6 show that, except for cytidine in minimum concentration and xanthosine in medium concentration in inter-run precision, all values were acceptable.
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  Accuracy was evaluated by recovery of the analytes after extraction in three levels of concentration that covered the linearity range (low, medium and high). Recovery calculation consisted on the ratio between the corrected peak area of samples fortified with the standards previously to the extraction and extracted samples fortified with standards, both in the spiked biological matrix (Table 7). The Brazilian legislation does not dictate specific values for recovery, but it states that percentages at about 100% are desirable. However, smaller values are admitted as long as the methodology is precise. The method accuracy varied from 87 to 117% and was considered satisfactory since the method is precise according to the followed legislation.
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  Since the developed method is confident for quantification of analytes according to bioanalytical method validation, the next steps involve the analyses of real samples from different cancer base pathologies. Such samples will be firstly analyzed by immunoassays in order to guide the evaluation of the results obtained by CE-UV.

   

  Conclusions

  The developed method is efficient, fast, has good resolution and presents low sample and BGE consumption. The described CE analysis is suitable for cancer screening within 25 min with baseline resolution. The sample preparation eliminates possible interfering compounds from the matrix as a clean-up step and the 1 mL volume described could be reduced for routine analysis. A total of 10 nucleosides plus internal standard were separated and 8 of them were validated for blood serum analysis. The figures of merit evaluated during the validation show that the bioanalytical method is reliable for quantification of analytes in biological real samples, according to Brazilian regulations. Therefore, it has suitable detectability, precision, accuracy and linearity within the working concentration range. The methodology is appropriate for the analysis of modified and non-modified nucleosides in blood serum samples. The next step consists of the analyses of samples from healthy and prostate cancer subjects, followed by a chemometric study in order to characterize the potentiality of modified and non-modified nucleosides as tumor biomarkers. In the near future, the application of this method in clinical diagnosis, allied to well-established methods, may contribute for earlier and more accurate cancer detection and the recognition of false-positive results.
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    Neste trabalho, a preparação de vários glicosídeos triazólicos a partir da reação entre a azida de 2,3,4,6-tetra-O-acetil-β-D-glicopiranosila e alcinos terminais foi desenvolvida em moderados a excelentes rendimentos (63-99%). Em todas as etapas de reação foi aplicada a energia de ultrassom para aumentar a reatividade química. Adicionalmente, os compostos conjugados com benzoeterociclos revelaram potente atividade anti-inflamatória.

  

   

  
    In this work, the preparation of various glucosyl triazoles from a reaction between 2,3,4,6-tetra-O-acetyl-β-D-glucopyranosyl azide and terminal alkynes was developed in moderate to excellent yields (63-99%). Ultrasound energy was applied at each step of the reaction to increase chemical reactivity. In addition, the compounds conjugated with benzoheterocycles moieties revealed potent anti-inflammatory activity.
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  Introduction

  Much modern research in organic synthesis has promoted the development of new methodologies and their optimization. Over the past decade, one fast-growing area in organic chemistry has been the synthesis of compounds employing ultrasound irradiation.1 In recent years, sonochemistry has been applied to accelerate a large number of organic reactions and enhance their chemical yields.2 The use of this technology in organic synthesis has been reported in a variety of areas, for instance heterocycles3 and carbohydrates,4,5 and the latter represent a vast field for the exploration of chemical reactivity.

  A research area in carbohydrate chemistry has been centered on the need to induce the formation of glycoside linkages towards the glycoconjugate mimics.6 A diversity of carbohydrate structures is conjugated with heterocyclic moieties, e.g., via the aglycon part which promotes the formation of small molecules that show some biological activity. Hybrid compounds are often a prerequisite for biological activity and can influence drug design and discovery of new chemical entities (NCEs) based on sugar scaffolds.7 Glucopyranosyl triazoles have shown biological activities such as enzyme inhibition,8 and as antitumor,9 antiviral10 and anti-tuberculosis agents.11 For anti-inflammatory activity, the literature describes a few examples based on carbohydrates.12 In this context, glycocompounds with a benzoheterocyclic aglycon to evaluate their anti-inflammatory activities were selected.

  The 1,2,3-triazoles linked to carbohydrate scaffolds have been synthesized employing a copper-based catalyst.13 The effect of ultrasound on carbohydrate chemistry4,5,14 and specifically on the click chemistry in the synthesis of 1,2,3-triazoles has been reported very recently.15,16

  Motivated by our recent projects involving the synthesis17 and biological activities 12,18 of a series of new 1,2,3-triazole derivatives, our group became interested in N-glycosyl-1,2,3-triazoles formed from 2,3,4,6-tetra-O-acetyl-β-D-glucopyranosyl azide and terminal alkynes via 1,3-dipolar cycloaddition reaction using the application of ultrasound energy. Our strategy to obtain these compounds containing a 1,2,3-triazole moiety was developed using only ultrasound irradiation in four steps, as shown in Scheme 1.
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  Results and Discussion

  Firstly, our attention was focused on the preparation of the starting materials, namely 2,3,4,6-tetra-O-acetyl-β-D-glucopyranosyl azide 1 and terminal alkynes 2c-g. In order to simplify the synthesis of 1 a three-step procedure employing ultrasound irradiation was performed. Compound 1 was prepared from D-glucose under modified conditions using ultrasonic energy in the acetylation19 (Ac2O, 3.5 mol% I2, ultrasound, 20 min), bromination20 (HBr/AcOH, ultrasound, 50 min) and azidation21 (acetone/H2O/NaN3, ultrasound, 40 min). After these three steps, compound 1 was obtained with overall yields of 61%. Comparatively, the results without ultrasound energy are overall lower yields and longer-time processes to obtain the azide-tagged sugar 1 (Table 1).
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  Our research group has been interested in the synthesis of benzoheterocyclic derivatives,17,22 and recently, developed a stereoselective functionalization of unsaturated carbohydrates using palladium reagents that resulted in an efficient strategy for constructing allylic N- and S-benzoheterocycles linked to carbohydrate moieties.22

  To continue along this line, compounds 2c-g were prepared through a reaction between propargyl bromide and benzoheterocycles in the presence of K2CO3 under sonication conditions were synthesized, as shown in Table 2. This protocol furnished the desired compounds in 45-77%. In comparison, the reactions using the silent conditions afforded the same compounds 2c-g with similar yields, albeit after 20-24 h.
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  To begin our study towards producing glucopyranosyl 1,2,3-triazoles (Scheme 2), the Sharpless protocol28 was applied to promote the reaction between 1 equiv. of 1 and 1.2 equiv. of 2a using 20 mol% CuSO4·H2O, 40 mol% sodium ascorbate in 50% tert-BuOH:H2O at ambient temperature, but a very low level of conversion was observed (thin layer chromatography (TLC) analysis), even after 12 h stirring. Field and co-workers13 also described similar results when employing this protocol in the synthesis of α- and β-D-glucopyranosyl triazoles via CuAAC click chemistry. Based on our recent results,17 however, the protocol was changed to 10 mol% CuI in dichloromethane, and a partial conversion (examined by TLC) was observed after 24 h. Fortunately, after adding 10 mol% of triethylamine, the reaction was completed in 20 h. The total conversion obtained by using a base (Et3N) can be explained via deprotonation of the transient π-complex (RC≡CH|CuLn) to form the copper-acetylide, as reported in the literature.29 In order to obtain a shorter reaction time, the ultrasound energy at room temperature was applied, and 1,2,3-triazole-sugars 3a were obtained in 20 min in 79% yield (Table 3, entry 1). This shorter time, under these conditions, can be accounted for by the sonocatalysis in 1,3-dipolar cycloaddition reaction.3,15,30 Driowya et al.16 recently described the synthesis of 3a in 77% yield, for 20 min under ultrasound irradiation using 2 equiv. of CuI and 2 equiv. of DIEA (N,N-diisopropylethylamine). Hence, comparatively, our procedure appeared more efficient because employing catalytic amounts of copper(I) iodide and triethylamine.
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  After optimization of the conditions, our group decided to apply our protocol to obtain N-glycosyl-1,2,3-triazoles 3a-g using various terminal alkynes (Scheme 2). Ultrasound-assisted reaction of 1 with various functionalized alkynes 2a-g afforded the corresponding β-glucopyranosyl triazole derivatives 3a-g in moderate to excellent yields (63-96%) within short reaction times (Scheme 2 and Table 3).

  Compounds 3a,31 3c32 and 3d33 were recently reported in the literature. Compounds 3a and 3c were prepared via the click chemistry procedure under conventional conditions.31,32 The compound 3d was obtained via a thermal cycloaddition reaction along with its 1,5-isomer and separated by column chromatography.33 When applying our click protocol, compound 3d was synthesized in 88% isolated yield (Table 3, entry 4). To our knowledge, compounds 3b, 3e, 3f and 3g have not been previously described.

  The structures of the compounds 3a-g were analyzed using 1H and 13C nuclear magnetic resonance (NMR) and high-resolution mass spectrometry (HRMS) or elemental analysis. The appearance of a singlet in 1H NMR spectrum data in the region between 7.5 and 7.9 ppm was assigned to H5, (methine proton) of the triazolyl ring. In order to ascertain the preferential conformations in the 1,2,3-triazole-sugars 3a-g, our study was decided on the base of the proton coupling constants (J) in the glucopyranose ring. The 1H and 13C NMR spectra were in concordance with the proposed structure. The methylene protons (–CH2–Het) in 3c, 3e-g do not appear as a singlet, but as a double doublet, the non-equivalence between hydrogen atoms is a case of diastereotopic geminal protons. The 1H NMR spectra of compounds 3a-g showed the anomeric proton (H1) as a doublet in the range δ 5.81-5.93 ppm and JH1,H2 8.8-9.2 Hz. This vicinal coupling indicates a 1,2-trans relationship and a β-anomeric configuration. Large vicinal coupling constants were observed for protons H2, H3 and H4 (9.2-10.0 Hz) that appeared in the δ 5.17-5.55 ppm region. These results are in agreement with a trans diaxial relationship between H1/H2, H2/H3, H3/H4 and H4/H5, suggesting that all hydrogens are in axial position in a 4C1 conformation for the β-D-glucopyranosyl ring. The proton H5 is located upfield (ca 4 ppm) and the multiplicity appears as ddd due to H5 coupling with protons H4 (J5,4 8.4-10.0 Hz), H6 (J5,6 3.6-5.0 Hz) and H6, (J5,6, 1.6-2.8 Hz), as expected for D-series sugar compounds 3a-g. The relations between H1, H2, H3 and H4 were shown using a H,H-correlation spectrum (COSY). Nuclear Overhauser effect (NOE) contact between H1ax with H3ax and H5ax was observed employing H,H-nuclear Overhauser effect spectroscopy (NOESY) experiment.

  Furthermore, a spatial NOE contact between H5, and H2 or H1 was detected, these results confirmed the exclusive formation of 1,4-regioisomer. For the experiment of nuclear Overhauser effect difference spectroscopy (NOE DIFF), the proton H5, (Htriazole) for irradiation in compounds 3b and 3e, such as representative sampling, was chosen. These experiments can be monitored by increasing the H1 or H2 signals. When performing the experiments in CDCl3 or DMSO-d6, a more accurate analysis of the NOE DIFF spectrum revealed solvent effects on the population distribution of rotamers of the N-glucosyl-1,2,3-triazole series, as shown in Figure 1.

  
    

    [image: Figure 1. Solvent effect observed on the conformational]

  

  Srivastava and co-workers34 described ab initio (HF/6-31G* method) molecular orbital calculations in vacuum of a glucosyl-triazole linked to 1,2,4-oxadiazole moiety, indicating a more stable B-type conformer. Through H1 irradiations, the authors also observed a NOE contact of 6% between H1 and H5, in DMSO-d6. In our case, the NOE-DIFF experiment indicates that the conformer A-type is preferred in CDCl3 for compound 3b (ca. 5% to H2 and < 1.0% to H1, Figure 1). On the other hand, in DMSO-d6, the experiments revealed a substantial increase of conformer B-type, displaying a rotational equilibrium of N-glucosyl-1,2,3-triazoles between the conformer A- and B-types. These results are consistent with polarity parameters involving hydrogen-bond donating solvents.35 Probably, this tendency can be explained in terms of H5, acidity36 allowing an intramolecular CH–O hydrogen bond formation between H5, and the endocyclic oxygen of glucopyranose, as shown in Figure 1 (structure A-type). In this case, as expected, the less polar CDCl3 favored the conformer A-type, whereas the more polar DMSO-d6 destabilized the intramolecular hydrogen-bond, thus increasing the conformer B-type. These are interesting results that can play important roles in biological activities through conformational stabilization. Further investigation of the correlation of conformational behavior and biological activity of 1,2,3-triazole-carbohydrates is currently under way in our laboratory.

  Having synthesized and characterized 1,2,3-triazole-sugars 3a-g, and considering the results of Shafi et al.37 related to the anti-inflammatory activity of benzothiazole-2-thio-linked 1,2,3-triazoles, the benzoheterocyclic series 3d-g was selected to have studies their acute anti-inflammatory activity profiles, the results are summarized in Table 4 and Figure 2. The above compounds exhibited moderate to good anti-inflammatory activity with the percentage inhibition of edema formation ranging from 49.2 to 64.7%, while the reference drug ASA and ibuprofen both showed 77% inhibition (Table 4).
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  Compound 3d showed moderate activity (49.2%). It was observed that when the thiomethyl group (Y=SCH2–) was introduced in the structure, the activity increased from 55 to 65% (Figure 2). Our results are in agreement with the literature, that recently related that the anti-inflammatory activity was increased when 2-mercapto benzothiazole was linked to 1,2,3-triazole.37

  In particular, the substitution at the third position of benzoheterocyclic, when X = S, NH or O, shows growth in anti-inflammatory activity for 3e (55.8%), 3f (58.0%) and 3g (64.7%), respectively (Figure 2). The potency for acute anti-inflammatory activity was optimized in compound 3g, which exhibited a higher diversity of atoms (N, S and O) at the benzoheterocyclic site and showed a relativity similar profile when compared with the positive controls, ibuprofen and acetylsalicylic acid.

   

  Conclusion

  In summary, regioselectively 1,4-disubstituted N-β-D-glucopyranosyl-1,2,3-triazoles 3a-g were synthesized under ultrasound irradiation in moderate to excellent yields of 63 to 99% at short reaction time of 20-30 min using catalytic amounts of CuI and Et3N at room temperature. The compounds containing the benzoheterocyclic moieties showed moderate to good acute anti-inflammatory activity. The current results demonstrate that these glycoconjugates represent a promising starting point for further design of potential anti-inflammatory drugs.

   

  Experimental

  All organic solvents were analytical grade (Vetec, Brazil). All reactions were monitored by TLC analysis on GF-254 (Merck-Darmstadt, Germany). Reactions were carried out in a USC-1400A Ultracleaner ultrasound cleaning bath with an operating frequency of 40 kHz. Column chromatography was performed on Merck silica gel 60 (Darmstadt, Germany). Melting points were determined in a PFM II BioSan apparatus and are uncorrected. Optical rotations were measured in a Krüss Model P1000 polarimeter. 1H (300 or 400 MHz), 13C NMR (75 or 100 MHz), COSY, NOESY and NOE-DIFF spectra were obtained with Varian Unity Plus spectrometers in CDCl3 or DMSO-d6. Elemental analysis were carried out in a CA EA1110 CHNS-O analyzer, and HRMS analysis were recorded with a Shimadzu Liquid Chrom MS LCMS-IT-TOF using acetonitrile or methanol as the solvent. IR spectra were recorded on a IFS66 Bruker spectrophotometer using KBr discs.

  Acute anti-inflammatory activity

  Bio-activity tests were performed by the following procedure of Winter et al.,38 on groups of 10 Swiss white mice. The acute anti-inflammatory activity used 250 mg kg-1 of the compounds which had been evaluated by the carrageenan-induced paw edema method. The control group received 1% carboxymethylcellulose. Two positive and negative anti-inflammatory tests were performed on three animal groups by oral administration of aspirin, ibuprofen and aqueous saline solution, respectively. The results for the compounds are expressed as mean ± standard deviation using the paired student-t test. In all cases, p < 0.001 was used as the criterion for statistical significance.

   

  Supplementary Information

  Supplementary information (spectral data and figures containing IR, 1H and 13C NMR) are available free of charge at http://jbcs.sbq.org.br as a PDF file.
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    Supplementary Information

    Synthesis of 2,3,4,6-tetra-O-acetyl-β-D-glucopyranosyl azide (1)

    A 25 mL round flask was charged with D-glucose (5.0 g, 27.8 mmol), Ac2O (25 mL) and 3.5 mol% I2 (0.25 g, 1 mmol) in one portion. The reaction mixture was irradiated in the water bath of the ultrasonic cleaner at ambient temperature (30 ºC) for 20 min. The resulting mixture was washed with 20% sodium thiosulfate (Na2S2O3) and extracted with CH2Cl2 (3 × 20 mL). The combined organic layers were washed with saturated NaHCO3 (30 mL). After drying over anhydrous sodium sulfate, the solvent was removed under vacuum. The peracetylated D-glucose was obtained as a colorless solid 95% (10.3 g) which was used without any purification. In the next step, HBr–AcOH (prepared by mixing 13 mL of 48% HBr with 24 mL of Ac2O at 0 ºC) was slowly added to a stirred solution of peracetylated D-glucose (5.0 g, 12.8 mmol) in 30 mL of CH2Cl2 at 0 ºC. The reaction mixture was irradiated with ultrasound for 50 min at 25-30 ºC. The crude material was washed successively with cold water and a cooled saturated aqueous solution of NaHCO3. After drying the organic layers over Na2SO4, the solvent was removed under vacuum. The glucopyranosyl bromide was obtained as a colorless solid 70% (3.68 g) which was used in the next step without any purification. To a solution of the above bromide (2.0 g, 4.87 mmol) in acetone (20 mL), sodium azide (0.5 g, 7.69 mmol) and water (5 mL) were added. The reaction mixture was irradiated for 40 min at room temperature, and then extracted with CH2Cl2 (3 × 30 mL). After work-up, the solvent was removed and the crude mixture was crystallized from isopropanol to afford 2,3,4,6-tetra-O-acetyl-β-D-glucopyranosyl azide (1) in 92% yield (1.68 g); mp 110-112 ºC (lit. 125-126 ºC);1 [α]D26 –22 (c0.5, CH2Cl2) (lit. –29; c 2.0 in CHCl3);1 IR (KBr) νmax/cm-1 2118 (N3), 1755 (C=O), 1372, 1240, 1058, 1038; 1H NMR (300 MHz, CDCl3) δ 5.21 (dd, 1H, J 9.0, 9.6 Hz, H-3), 5.09 (dd, 1H, J 9.9, 9.6 Hz, H-4), 4.95 (dd, 1H, J 9.0, 9.0 Hz, H-2), 4.64 (d, 1H, J 9.0 Hz, H-1), 4.27 (dd, 1H, J 4.8, 12.6 Hz, H-6'), 4.16 (dd, 1H, J 2.4, 12.6 Hz, H-6), 3.79 (ddd, 1H, J 2.4, 4.8, 9.9 Hz, H-5), 2.09, 2.07, 2.02, 2.00 (4 × CH3CO); 13C NMR (75 MHz, CDCl3) δ 170.6, 170.1, 169.3, 169.2, 87.9, 74.0, 72.6, 70.6, 67.8, 61.6, 20.7, 20.5.

    Synthesis of propargylated N- and S-benzoheterocycles (2c-g)

    1 mmol of K2CO3 and 1 mmol of the benzoheterocycle were suspended in anhydrous DMF (3 mL), and 1.5 equiv. propargyl bromide was added. The mixture was sonicated for a specific reaction time (10-60 min). Then, the mixture was extracted with 50% CH2Cl2/water (3 × 15 mL). The combined organic layers were dried over sodium sulfate anhydrous and concentrated under reduced pressure to afford the corresponding propargylated benzoheterocycles 2c-g.

    2-(2-Propyn-1-yl)-1H-isoindole-1,3-(2H)-dione (2c)

    mp 141-143 ºC (lit. 149 ºC);2 IR (KBr) νmax/cm-1 3293, 2965, 2115, 1769, 1715, 1469, 1429; 1H NMR (300 MHz, CDCl3) δ 2.23 (t, 1H, J 2.4 Hz), 4.45 (d, 2H, J 2.4 Hz), 7.74 (m, 2H, phthalimide), 7.88 (m, 2H, phthalimide); 13C NMR (75 MHz, CDCl3) δ 167.0, 134.2, 131.9, 123.6, 77.1, 71.5, 26.9.

    1-(2-Propyn-1-yl)-1H-benzimidazole (2d)

    Oil (lit. 38-40 ºC);3 IR (KBr) νmax/cm-1 3176, 3099, 2113, 1500, 1458, 1288, 752; 1H NMR (400 MHz, CDCl3) δ 8.27 (s, 1H, N=CH), 7.85 (dd, 1H, J 1.6, 6.4 Hz), 7.52 (dd, 1H, J 1.6, 6.4 Hz), 7.39-7.32 (m, 2H), 4.99 (d, 2H, J 2.8 Hz, CH2-Het), 2.52 (t, 1H, J 2.8 Hz); 13C NMR (75 MHz, CDCl3) δ 142.5, 142.1, 134.5, 123.7, 123.1, 120.0, 109.9, 75.6, 75.2, 34.9.

    2-(2-Propyn-1-ylthio)-benzothiazole (2e)

    mp 40-42 ºC (lit. 46 ºC);4 IR (KBr) νmax/cm-1 3272, 2965, 2121, 1453, 1425, 1390, 1000, 765; 1H NMR (300 MHz, CDCl3) δ 7.91 (ddd, 1H, J 0.6, 1.5, 8.1 Hz), 7.76 (ddd, 1H, J 0.6, 1.5, 8.1 Hz), 7.44 (dd, 1H, J 1.5, 7.5 Hz), 7.32 (ddd, 1H, J 1.5, 7.5, 7.5 Hz), 2.30 (t, 1H, J 2.4), 4.14 (d, 2H, J 2.4 Hz); 13C NMR (75 MHz, CDCl3) δ 164.6 (C=N), 153.0 (CAr–N), 135.4 (CAr–NH), 126.1, 124.5, 121.8, 121.1, 78.3 (C≡C), 72.3 (HC≡), 21.5 (CH2).

    2-(2-Propyn-1-ylthio)-1H-benzimidazole (2f)

    mp 128-130 ºC (lit. 153 ºC);5 IR (KBr) νmax/cm-1 3272, 2977, 2121, 1655, 1454, 1426, 1391; 1H NMR (300 MHz, DMSO-d6) δ 8.06 (dd, 1H, J 1.5, 8.1 Hz), 7.90 (dd, 1H, J 0.6, 8.1 Hz), 7.50 (ddd, 1H, J 1.5, 7.8, 7.8 Hz), 7.39 (ddd, 1H, J 1.5, 8.1, 8.1 Hz), 4.25 (d, 2H, J 2.4 Hz), 3.26 (t, 1H, J 2.4); 13C NMR (75 MHz, CDCl3) δ 165.1 (C=N), 152.6 (CAr–N), 134.9 (CAr–NH), 126.5, 124.7, 122.0, 121.4, 79.4 (C≡C), 74.7 (HC≡), 21.1 (CH2).

    2-(2-Propyn-1-ylthio)-benzoxazole (2g)

    mp 47-48 ºC (lit. 51 ºC);6 IR (KBr) νmax/cm-1 3264, 2970, 2125, 1504, 1452, 1235, 1132, 738; 1H NMR (300 MHz, DMSO-d6) δ 7.71-7.65 (m, 2H), 7.39-7.31 (m, 2H), 4.22 (d, 2H, J 3.6 Hz), 3.32 (t, 1H, J 3.0 Hz); 13C NMR (75 MHz, DMSO-d6) δ 162.8 (C=N), 151.4 (CAr–O), 141.2 (CAr–N), 124.8, 124.6, 118.5 (β-CAr–N), 110.4 (β-CAr–N), 79.3 (C≡C), 74 .6 (HC≡), 20.3 (CH2).

    Synthesis of N-glucosyl-1,2,3-triazoles (3a-g)

    A solution of 10 mol% Et3N (0.032 mmol, ca. 1 drop) and 10 mol% copper iodide (0.032 mmol) in CH2Cl2 (2 mL) were successively added to a mixture of the corresponding alkyne 2a-g (0.32 mmol, 1.2 equiv.) and the azidosugar 1 (100 mg, 0.268 mmol, 1 equiv.) in CH2Cl2 (2 mL). The mixture was irradiated for 20-30 min at room temperature with ultrasound energy, under thin layer chromatographic (TLC) monitoring of the progress of the reaction. After dilution with cold water, the organic layer was separated and the aqueous phase was extracted with CH2Cl2 (3 × 15 mL), followed by washing the organic layer with saturated brine, then water. The combined organic layers were dried over anhydrous Na2SO4, filtered and the solvent evaporated under reduced pressure. The resulting mixture was chromatographed on silica gel using cyclohexane:EtOAc as eluent, which after work-up furnished compounds 3a-g as colourless solids. The final product was crystallized from methylene chloride/cyclohexane.

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-phenyl-1H-1',2',3'-triazole (3a)

    Solid; mp 189-193 ºC; [α]D26 –19 (c1, CH2Cl2); 1H NMR (400 MHz, CDCl3) δ 8.01 (s, 1H, Htriazole), 7.83 (d, 2H, J 7.2 Hz, Harom), 7.42 (dd, 2H, J 7.2, 8.0 Hz, Harom),  7.34 (dd, 1H, J 7.2, 7.6 Hz, Harom), 5.93 (d, 1H, J 9.2 Hz, H-1), 5.26-5.52 (3 × dd, 3H, J 9.2, 9.2, 9.6 Hz, H-2, H-3, H-4), 4.32 (dd, 1H, J 4.8, 12.8 Hz, H-6a), 4.16 (dd, 1H, J 2.0, 12.4 Hz, H-6b), 4.04 (ddd, 1H, J 2.0, 4.2, 10.0 Hz, H-5), 2.08 (s, 3H, CH3CO), 2.07 (s, 3H, CH3CO), 2.03 (s, 3H, CH3CO), 1.87 (s, 3H, CH3CO).

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-propyl-1H-1',2',3'-triazole (3b)

    Yellow solid; mp 153-155 ºC; [α]D26 –33 (c1, CH2Cl2); IR (KBr) νmax/cm-1 3483, 3074, 2960, 2872, 1739, 1558, 1368, 1217, 1039, 928; 1H NMR (400 MHz, CDCl3) δ 7.49 (s, 1H, Htriazole), 5.83 (d, 1H, J 8.8 Hz, H-1), 5.43-5.35 (m, 2H, H-2, H-3), 5.21 (dd, 1H, J 9.2, 9.6 Hz, H-4), 4.26 (dd, 1H, J 4.8, 12.8 Hz, H-6a), 4.10 (br d, 1H, J 12.8 Hz, H-6b), 3.99 (ddd, 1H, J 1.6, 4.4, 10.0 Hz, H-5), 2.65 (t, 2H, J 7.6 Hz, CH2-Het), 2.03 (s, 3H, CH3CO), 2.02 (s, 3H, CH3CO), 1.81 (s, 3H, CH3CO), 1.98 (s, 3H, CH3CO), 1.65 (m, 2H, CH2), 0.91 (t, 3H, J 7.2 Hz, CH3); 13C NMR (100 MHz, CDCl3) δ 170.4, 169.8, 169.3, 168.8, 148.8 (C-4'), 118.8 (C-5'), 85.5 (C-1), 74.9, 72.4, 70.1, 67.7, 61.5, 27.4 (CH2-Het), 22.3 (CH2), 20.5, 20.4, 20.4, 20.0, 13.5 (5 × CH3); anal. calcd. for C19H27N3O9•(1/2 × H2O) C, 50.56; H, 6.28; found: C, 50.91; H, 6.57. HRMS [(C19H27N3O9) + H] calcd.: 442.1826; found: 442.1759. 

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-(methyl-1H-isoindole-1,3-(2H)-dione)-1H-1',2',3'-triazole (3c)

    Solid; mp 131-134 ºC; [α]D26 –22 (c1, CH2Cl2); 1H NMR (400 MHz, CDCl3) δ 7.86 (m, 2H, phthalimide), 7.82 (s, 1H, Htriazole), 7.72-7.70 (m, 2H, phthalimide), 5.83 (d, 1H, J 8.8 Hz, H-1), 5.42-5.35 (m, 2H, H-2, H-3), 5.20 (dd, 1H, J 9.6, 10.0 Hz, H-4), 5.00 (2 × d, 2H, J 15.2 Hz, CH2-Het), 4.27 (dd, 1H, J 4.8, 12.8 Hz, H-6a), 4.11 (dd, 1H, J 2.0, 12.8 Hz, H-6b), 3.96 (ddd, 1H, J 2.4, 4.8, 10.0 Hz, H-5), 2.07 (s, 3H, CH3CO), 2.05 (s, 3H, CH3CO), 2.01 (s, 3H, CH3CO), 1.83 (s, 3H, CH3CO).

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-(N-methyl-1H-benzimidazol-1-yl)-1H-1',2',3'-triazole (3d)

    Solid; mp 182-184 ºC; [α]D26 –21 (c1, CH2Cl2); 1H NMR (400 MHz, CDCl3) δ 7.86 (s, 1H, Htriazole), 7.64-7.25 (m, 5H, Harom), 5.81 (d, 1H, J 8.8 Hz, H-1), 5.48 (s, 2H, CH2-Het), 5.40-5.29 (m, 2H, H-2, H-3), 5.17 (dd, 1H, (dd, 1H, J 9.6, 9.6 Hz, H-4), 4.25 (dd, 1H, J 4.6,12.6 Hz, H-6a), 4.09 (br d, 1H, J 12.6 Hz, H-6b), 3.96 (br dd, 1H, J 3.6, 10.0 Hz, H-5), 2.03 (s, 3H, CH3CO), 2.02 (s, 3H, CH3CO), 1.99 (s, 3H, CH3CO), 1.78 (s, 3H, CH3CO); 13C NMR (100 MHz, CDCl3) δ 170.4, 169.8, 169.2, 168.8, 161.4 (C=N), 143.4 (C-4' and CAr–N), 123.4, 122.3, 120.8 (C-5' and CAr–N), 109.7 (CAr–N), 85.8 (C-1), 75.2, 72.3, 70.3, 67.5, 61.4, 20.6, 20.6, 20.5, 20.5, 20.4 (CH2-Het and 4 × CH3CO); anal. calcd. for C24H27N5O9: C, 54.44; H, 5.14; found: C, 54.71; H, 5.47.

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-(benzothiazol-2-ylsulfanyl)methyl-1H-1',2',3'-triazole (3e)

    Solid; mp 152-153 ºC; [α]D26 –18 (c1, CH2Cl2); IR (KBr) νmax/cm-1 3467, 3111, 3069, 2954, 1759, 1429, 1369, 945; 1H NMR (400 MHz, CDCl3) δ 7.87-7.84 (m, 2H, Harom, Htriazole), 7.70 (d, 1H, J 8.0 Hz, Harom), 7.37 (dd, 1H, J 7.6, 7.6 Hz, Harom), 7.24 (dd, 1H, J 7.6, 8.0 Hz, Harom), 5.82 (d, 1H, J 8.8 Hz, H-1), 5.38 (m, 2H, H-2, H-3), 5.21 (dd, 1H, J 9.6, 9.6 Hz, H-4), 4.64 (2xd, 2H, J 14.4 Hz, CH2-Het), 4.21 (dd, 1H, J 4.8, 12.4 Hz, H-6a), 4.07 (br d, 1H, 12.4 Hz, H-6b), 3.96 (ddd, 1H, J 2.0, 4.8, 10.0 Hz, H-5), 2.00 (s, 3H, CH3CO), 1.97 (s, 3H, CH3CO), 1.95 (s, 3H, CH3CO), 1.69 (s, 3H, CH3CO); 13C NMR (100 MHz, CDCl3) δ 170.2, 169.5, 169.1, 168.5, 165.3 (C=N), 152.8 (CAr–N), 144.4 (C-4'), 135.2 (CAr–S), 125.9 (C-5'), 124.2, 121.4, 121.3, 120.9, 85.4 (C-1), 74.8, 72.5, 69.9, 67.5, 61.3, 27.4 (CH2-Het), 20.4, 20.3, 20.3, 19.8; anal. calcd. for C24H26N4O9S2: C, 49.82; H, 5.19; found: C, 50.20; H, 4.88.

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-(benzimidazol-2-ylsulfanyl)methyl-1H-1',2',3'-triazole (3f)

    Brown solid; mp 156-158 ºC; [α]D26 –21 (c1, CH2Cl2); IR (KBr) νmax/cm-1 3111, 3069, 2955, 2851, 1741, 1459, 1429, 1369, 1219, 1101, 1064, 946; 1H NMR (400 MHz, CDCl3) δ 7.90 (d, 1H, J 8.0 Hz, Harom), 7.85 (s, 1H, Htriazole), 7.74 (d, 1H, J 7.6 Hz, Harom), 7.44-7.40 (dd, 1H, J 1.2, 8.0 Hz, Harom), 7.32-7.28 (m, 1H, Harom), 5.82 (d, 1H, J 8.8 Hz, H-1), 5.43-5.34 (m, 2H, H-2, H-3), 5.20 (dd, 1H, J 9.2, 9.6 Hz, H-4), 4.68 (2d, 2H, J 14.8 Hz, CH2-Het), 4.25 (dd, 1H, J 4.8, 13.0 Hz, H-6a), 4.10 (dd, 1H, J 1.6, 13.0 Hz, H-6b), 3.97 (ddd, 1H, J 2.8, 5.0, 8.4 Hz, H-5), 2.04 (s, 3H, CH3CO), 2.02 (s, 3H, CH3CO), 2.00 (s, 3H, CH3CO), 1.78 (br s, 1H, NH), 1.75 (s, 3H, CH3CO); 13C NMR (100 MHz, CDCl3) δ 170.4, 169.8, 169.3, 168.7, 165.4 (C=N), 152.9 (CAr–N), 144.7 (C-4'), 135.4 (CAr–NH), 126.03 (C-5'), 124.4, 121.6, 121.3, 121.0, 85.6, 75.0, 72.6, 70.0, 67.6, 61.4, 27.5 (CH2-Het), 21.5, 20.4, 20.0, 19.8; anal. calcd. for  C24H27N5O9S: C, 51.33; H, 4.85; found: C, 51.63; H, 4.95.

    1'-(2,3,4,6-Tetra-O-acetyl-β-D-glucopyranosyl)-4'-(benzoxazol-2-ylsulfanyl)methyl-1H-1',2',3'-triazole (3g)

    Solid; mp 161-162 ºC; [α]D26 –26 (c1, CH2Cl2); IR (KBr) νmax/cm-1 3087, 2966, 1748, 1500, 1456, 1374, 1222, 1133, 1044, 943; 1H NMR (400 MHz, CDCl3) δ 7.90 (s, 1H, Htriazole), 7.64 (d, 1H, J 7.6 Hz, Harom), 7.40 (dd, 1H, J 0.8, 7.6 Hz, Harom), 7.32-7.23 (m, 2H, Harom), 5.83 (d, 1H, J 9.2 Hz, H-1), 5.55-5.35 (m, 2H, H-3, H-4), 5.21 (dd, 1H, J 9.2, 10.0 Hz, H-4), 4.67-4.57 (2xd, 2H, J 14.8 Hz, CH2-Het), 4.25 (dd, 1H, J 4.8, 12.8 Hz, H-6a), 4.11 (dd, 1H, J 1.6, 12.8 Hz, H-6b), 3.97 (ddd, 1H, J 2.0, 4.8, 10.0 Hz, H-5), 2.05 (s, 3H, CH3CO), 2.03 (s, 3H, CH3CO), 2.00 (s, 3H, CH3CO), 1.75 (s, 3H, CH3CO); 13C NMR (100 MHz, CDCl3) δ 170.4, 169.9; 169.3, 168.7, 163.9 (C=N), 152.1 (CAr –O), 144.3 (C4'), 141.8 (CAr–N), 124.3, 124.0, 121.3 (C-5'), 118.6, 1010 (CAr –O), 85.7 (C-1), 75.1, 72.6, 70.1, 67.6, 61.4, 26.6 (CH2 –Het), 20.6, 20.6, 20.5, 20.4; anal. calcd. for C24H26N4O10S: C, 51.24; H, 4.66; found: C, 51.04; H, 4.77.
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    As capacidades de ligação de prótons e metais por células vivas da microalga Tetraselmis gracilis foram estudadas por titulação potenciométrica e voltametria de redissolução anódica, respectivamente. A ligação de Cd(II) e Zn(II) foi estudada em água do mar (pH 8,2) por adições de soluções dos cátions metálicos em soluções simples ou misturas binárias. O cálculo das concentrações dos metais considerou o agregado célula-metal tendo difusão lenta. As capacidades de adsorção e constantes de equilíbrio condicionais foram 2,9 ± 0,3 µmol g-1 e 6,9 ± 0,3 L g-1 para Cd(II) e 18,5 ± 0,9 µmol g-1 e 8,8 ± 0,2 L g-1 para Zn(II), respectivamente. Nas titulações com misturas binárias, as capacidades de adsorção diminuíram para 0,14 ± 0,01 e 15,9 ± 1,1 µmol g-1 de Cd(II) e Zn(II), respectivamente, sugerindo que a ligação de Zn(II) inibe a de Cd(II). Em baixas concentrações de Zn(II), a superfície da alga liga-se a Cd(II), o que pode causar bioacumulação.

  

   

  
    Proton and metal binding capacities of living cells of the microalgae Tetraselmis gracilis were determined by potentiometric titration and anodic stripping voltammetry, respectively. Binding of Cd(II) and Zn(II) was studied in seawater (pH 8.2) by additions of either single metallic species or binary mixtures. Computation of metal concentrations considered the cell-metal aggregates as slow diffusing. Adsorption capacities and conditional equilibrium constants were 2.9 ± 0.3 µmol g-1 and 6.9 ± 0.3 L g-1 for Cd(II) and 18.5 ± 0.9 µmol g-1 and 8.8 ± 0.2 L g-1 for Zn(II), respectively. For titrations with binary mixtures of Cd(II) and Zn(II), the adsorption capacity of Cd(II) decreased to 0.14 ± 0.01 µmol g-1 and that for Zn(II) to 15.9 ± 1.1 µmol g-1. The results suggest that binding of Zn(II) inhibits that of Cd(II). Under conditions of depleted Zn(II), the alga surface binds Cd(II), a process that can lead to bioaccumulation.

    Keywords: anodic stripping voltammetry, biosorption, dynamic speciation, marine microalgae

  

   

   

  Introduction

  Biosorption is defined as a physicochemical process in which substances are removed from solution by a biological material (live or dead) via adsorption processes governed by mechanisms such as surface complexation, ion exchange, precipitation, etc.1-3 The exterior surfaces of aquatic organisms have a common composition of proteins and carbohydrates containing carboxylic, phenolic, amine, sulfhydryl and phosphate groups which are known to react with metallic ions, playing an important role in the regulation of the free metal ion concentrations in aquatic environments.4 Surface complexation is a first step of bioaccumulation processes.5 Thus, the characterization of proton and metal binding parameters by aquatic living microorganisms is a first step for understanding the role these organisms play in biogeochemical cycles of metal ions in aquatic ecosystems.

  Biosorption parameters (adsorption capacities and conditional equilibrium constants) are usually evaluated by determining the free metal concentrations by atomic spectrometric techniques after the removal of cells and cell debris by centrifugation or filtration.6 These separation steps make difficult the evaluation of fluxes of the adsorbate from the cell surface to the adjacent medium, a process that is representative of what occurs at adsorbent/water or absorbent/biota interfaces in aquatic environments.7,8 A major advantage of electroanalytical techniques, besides their high sensitivity, is the capability to make the measurement of the free plus labile fraction of metal ions in the presence of the algal suspension, allowing one to evaluate if there are fluxes of adsorbate at the interface cellular membrane/solution, or, more specifically, at the interface cell/electrode.9-11 In biosorption experiments of Cd(II) and Cu(II) on Pseudomonas aeruginosa, Kong et al.10 found higher concentrations of metal in the cell suspension analyzed by square wave stripping voltammetry (SWSV) than in the solution, determined by atomic absorption spectrometry (AAS). This finding may be explained by the contribution of the labile fraction of metal to the current signal of SWSV. The labile fraction dissociates from the metal-cell aggregates upon the stimulus promoted by application of the deposition potential, whereas for solution AAS measurements, this fraction is not present as it remains bound to the cells retained by filtration or centrifugation.

  Concentrations of many trace metals such as Zn(II) are depleted in the surface sea waters relative to deep waters, presumably as a consequence of biological uptake at sea surface and regeneration at depth. Zinc is a known micronutrient for marine phytoplankton, but Cd(II) which is normally considered to be a non-essential or toxic metal, also exhibits depletion at surface waters, especially at low concentration levels of Zn(II). These findings have suggested that Cd(II) can nutritionally substitute zinc in in at least some phytoplankton species.12,13 As the metal species can be assimilated and accumulated by algal cells, they can be transferred to higher trophic levels of food chains. Thus, the understanding of Cd(II) and Zn(II) accumulation by phytoplankton and the role phytoplankton plays governing their free concentrations in aquatic environments may be benefitted by the determination of biosorption parameters in single and binary mixtures of these metal species.

  In the present work, the adsorption of cadmium and zinc on the surface of living cells of the marine microalga T. gracilis was studied by SWSV technique for direct quantification of the free plus labile fractions of Cd(II) and Zn(II). The measurements were made in single and binary mixtures of Cd(II) and Zn(II) in seawater suspensions of cells. T. gracilis is an estuarine species of microalgae which has been used as food in mariculture.14

   

  Experimental

  Microalgae culture

  Tetraselmis gracilis from the algae culture collection of the Oceanographic Institute of the University of São Paulo was cultivated at 20 ºC in 6 L flasks inside a MA-415 thermostatized incubation chamber from Marconi (Piracicaba, São Paulo, Brazil) using sterilized seawater with addition of Guillard f/2 medium.15 The culture was made without forced aeration with a 12/12 light/dark photoperiod and a photon flux density of 350 µE m−2 s−1. The algal cells were counted daily using a haemocytometer-type chamber in an optic microscope. At the 5th culture day, at the exponential growth phase,16,17 samples were collected for the experiments of proton and metal binding.

  Apparatus and reagents

  Voltammetric measurements were carried out using a model 263A potentiostat/galvanostat from Princeton Applied Research (Oak Ridge, Tennessee, USA). A MF2012 disk glassy carbon electrode (3.0 mm diameter) from Bioanalytical Systems, Inc. (West Lafayete, IN, USA) was used to prepare a mercury film working electrode. The electrochemical cell was completed with an Ag/AgCl reference electrode (KCl/AgCl saturated) and a platinum auxiliary electrode.

  Infrared spectra were obtained by diffuse reflectance using a FTIR Bomem MB100 instrument. Potentiometric measurements were made with a Metrohm 654 pH meter coupled to a Metrohm combination glass electrode (Ag/AgCl in saturated KCl). Potentiometric titrations were performed using a Cavro XP-3000 syringe pump (Hamilton Co., USA) fitted out to a 5 mL syringe and a 3-way solenoid valve, commanded by the FIAlab 5.1 software (FIAlab Instruments, Bellevue, WA, USA). Titrations were performed in a 50 mL titration flask which was thermostated at 25.0 ± 0.2 ºC by pumping water from an Etica 521 D thermostatic bath (Ethiktechnology, São Paulo, SP, Brazil) through the external jacket of the flask.

  All reagents were of analytical grade and the working solutions were prepared in deionized water obtained from the Simplicity 185 system from Millipore (Billerica, MA, USA) coupled to an UV lamp. Stock solutions of 1000 mg L-1 standard of Cd(II) and Zn(II) were purchased from Merck. Working solutions were prepared by dilution of this stock in seawater.

  Potentiometric titrations

  A volume of the culture medium containing the microalgae (ca. 250 mL) was distributed in several polypropylene centrifuge tubes from Corning® and centrifuged at 3,500 rpm for 5 min. The centrifuged microalgae were washed 3 times with 0.60 mol L-1 NaCl to remove the culture medium and the titratable components of seawater. Washed microalgae were suspended in 0.60 mol L-1 NaCl in a 50.0 mL volumetric flask. Part of this suspension (25.0 mL) was transferred to a thermostated (25.0 ± 0.2 ºC) titration flask. An aliquot of 2.0 mL of standardized 0.10 mol L-1 HCl solution in 0.60 mol L-1 NaCl was added to the suspension to protonate the superficial ionizable groups (no rupture of cell walls occurred as a consequence of the acidification, as observed using an optical microscope). After the system reached the thermal equilibrium, the titration was performed by adding small increments of carbonate-free hydrogenphthalate-standardized 0.10 mol L-1 NaOH (in 0.60 mol L-1 NaCl) to vary the pH from 2.8 to 11.

  Calibration of the combination glass electrode (Ag/AgCl in 3 mol L-1 KCl/saturated AgCl reference electrode) was made in terms of hydrogen ion concentration in 0.60 mol L-1 NaCl, as previously described.18,19

  Working electrode for voltammetric measurements

  Prior to use, the working electrode was manually polished to a mirror-like surface with 1.0 mm diamond suspension on metallographic cloth (Arotec S/A, São Paulo, Brazil) and sonicated for 5 min in deionized water. This procedure was repeated using a 0.25 mm diamond suspension, followed by a final 5 min sonication in ethanol.

  The glassy carbon electrode was preplated with mercury in a 5 mmol L-1 Hg(CH3CO2)2 solution in 0.01 mol L-1 HNO3 under constant stirring by applying –1 V vs. Ag/AgCl (KCl/AgCl saturated) for 150 s. The electrode was rinsed thoroughly with deionized water and transferred to the voltammetric cell containing the microalgae suspension.

  Biosorption experiments

  To prevent metal losses by adsorption on glassware, as well as cross contamination between biosorption experiments, all materials were soaked in 10% (v v-1) HNO3 for 24 h, followed by extensive washing with deionized water prior to use. Cleaned glassware was dried in an oven at 100 ºC and stored in dust-free plastic boxes.

  An aliquot of 5.0 mL of a suspension containing about 5 mg of seawater-washed cells of microalgae, which corresponds to the dry mass of approximately 108 cells, was transferred to the electrochemical cell. The electrochemical vessel was closed and the dissolved O2 was removed by purging the suspension with high purity N2 (Air Liquid) for 2 min. Voltammetric measurements were made by applying a step of electrochemical conditioning to the working electrode (–0.2 V for 30 s), followed by a deposition time of 120 s at –1.2 V under stirring, and 15 s of equilibration time. Anodic stripping was made by scanning the potential from –1.3 to –0.4 V by SWV at 100 Hz, 25 mV of pulse height and scan increment of 2 mV. Voltammograms of sample solutions were subtracted from that of the blank (seawater) and smoothed by a factor 10 sliding average approach provided by the Research Electrochemistry Model 270/250 software from Princeton Applied Research. Titration of the suspension was performed by adding small volumes of titrant containing either single or binary solutions of Cd(II) and Zn(II), so that the total concentration of the metal species in the titration vessel varied from 0.010 to 2.5 µmol L-1 for Cd(II) and from 0.050 to 20 µmol L-1 for Zn(II). After addition of each aliquot of titrant, the suspension was purged with N2 for 30 s, which was adopted as the contact time before starting the quantification of the free plus labile metal concentrations. Seawater used in these experiments as supporting electrolyte was collected in an unpolluted open ocean area of São Paulo state, Brazil, by the Oceanographic Institute of the University of São Paulo.

  Quantification of the free plus electrochemically labile Zn(II) and Cd(II) concentrations was made by external calibration using analytical curves constructed daily (0.050 to 0.70 µmol L-1 for Zn(II) and 0.010 to 1.20 µmol L-1 for Cd(II)). These analytical curves were constructed in seawater, in absence of microalgae to match the conditions used for biosorption. Seawater from the same sampling point and sampling date was used for both calibration and biosorption experiments.

  Calculation

  Proton binding properties were determined by treatment of potentiometric titration data by modified Gran functions, an approach adopting the discrete site distribution model that has been widely described for determination of concentration and pKa of ionizable sites in proteins, humic acids and microalgae surfaces.20

  Metal binding parameters were determined as described in the next paragraphs. The peak current in seawater is given by equation 1:

  
    [image: Equation (1)]

  

  where ip= peak current; D = diffusion coefficient of M, estimated as 7 × 10-6 cm2 s-1 for both Cd(II) and Zn(II);13,21 r = empirical constant whose value varies between 1/2 and 2/3;21 CM,T= total concentration of Zn(II) and Cd(II); B = constant dependent on the number of electrons involved in the electrode reaction, thickness of the diffusion layer, electrode area and deposition time. The product BDrM is a constant that was determined from the slope of the calibration curve in seawater without the presence of microalgae.

  In the adsorbing medium of microalgae suspension, the diffusion coefficient must be substituted by a mean value for each CM because not only the free species is reduced at the electrode, but also the labile fraction of adsorbed cations in the diffusion layer.21

  
    [image: Equation (3)]

  

  where ipL is the peak current read in presence of microalgae. The value of [image: Character_01] is pondered by its relative proportion to CM according to equation 4:21

  
    [image: Equation (4)]

  

  where CML = concentration of the adsorbed M at the equilibrium and DML = diffusion coefficient for the ML adsorbate. The value of [image: Character_02] was computed as [image: Formula 01] since DM CM >> DML CML is assumed in biosorption experiments.7 The values of CML were obtained from the mass balance:

  
    [image: Equation (5)]

  

  With the values of CM and CML, the equilibrium parameters were computed for the adsorption of Cd(II) and Zn(II) by the microalga. Data were fitted to the Ruzic's equation:22

  
    [image: Equation (6)]

  

  where CL,T is the total concentration of adsorption sites on the alga surface (mol g-1) and K' is the conditional equilibrium constant. A plot of CM/CML vs. CM provides a straight line whose slope is the inverse of the adsorption capacity (CL,T) and the intercept allows one to compute the conditional equilibrium constant.

  Differential equilibrium functions (KDEF) were calculated as described by Altmann and Buffle.23

  
    [image: Equation (9)]

  

  where [image: Formula 02], and Calg is the algae concentration in g L-1. The differential terms were obtained by fitting polynomial functions to data plotted as ln CM,T or ln Calg as a function of ln α.

  The degree of site occupation was computed as the ratio [image: Formula 03], where CHL,T is the total concentration of ionizable sites determined by potentiometric titration.18,24 According to equation 10, a plot of log θ vs. log KDEF provided the heterogeneity parameter (Γ) and K0DEF, which is the KDEF for θ = 1.23

  
    [image: Equation (10)]

  

   

  Results and Discussion

  Proton binding sites

  Treatment of the acid-base potentiometric titration data by the discrete site distribution model20 determined a total of 3.4 × 10-3 mol g-1 (dry weight) of ionizable sites distributed in groups with pKa values of 4.43, 5.26, 7.04 and 9.32 (Figure 1). To our best knowledge, there are no previous studies on characterization of surface ionizable sites of T. gracilis. The results found here suggest that this algal species has a high concentration of sites in comparison with other species. For instance, a total of 2.4 × 10-3 mol g-1 was determined in the fresh water green alga Caetophora elegans in 0.10 mol L-1 NaCl.11 Totals of 9.7 × 10-4 and 9.1 × 10-4 mol g-1 were determined as the proton binding capacities in the microalgae Cyclotella crytica (diatom) and Chlamydomonas reinhardtii (green alga), respectively.25 A total of 1.28 × 10-3 mol g-1 was found in Chlorella miliata,26 and three functional groups with remarkably uniform site densities of about 5 × 10-4 mol g-1 were found in Ulva lactuca.27 Proton binding capacities of four species of marine macroalgae varied from 1.1 × 10-3 (Ulva fascia, green alga) to 2.9 × 10-3 mol g-1 (Petalonia fascia, brown seaweed).28

  
    

     [image: Figure 1. Discrete site distribuition]

  

  Most studies on proton binding properties of algal species find that the titration curves can be fitted by two,25,29 three26,27,30 and four11,31 classes of titratable groups. The total concentration of ionizable sites found in T. gracilis was distributed in four classes with distinct pKa (Figure 1). As the titrations were performed in high ionic strength (0.60 mol L-1 NaCl), the effect of electrostatic interaction on the ionization constants is minimized.32 Under these conditions, the distribution of carboxylic groups in two classes of sites (pKa 4.4 and 5.3) is explained by effective chemical heterogeneity of the alga surface and not by apparent ionization constants resulting from the accumulation of negative charges as the carboxylic groups are deprotonated along the alkalimetric titration.24

  The group with pKa 7.0 may be assigned to imidazole groups of histidine, as well as phosphate or phosphonate groups,26,27 whereas the group with pKa 9.3 can be assigned to amine groups, as described by other authors for different species of algae.11,25-32 However, as the computation method cannot distinguish among species with ΔpKa < 1,33 the pH titration range that fitted the pKa 9.3 may have contribution of minor ionizable sites containing sulfhydryl groups. The results found for T. gracilis show that these groups with pKa 9.3 correspond to about 73% of the total of ionizable sites (Figure 1). In comparison with the distribution of other algal species, only C. elegans exhibited such a high proportion of ionizable sites with pK > 9 (54 to 63%, depending on the ionic medium),11 whereas other studies found equal abundances of sites,27 or a predominance of carboxylic groups.26,30,31

  The nature of ionizable sites was also investigated by diffuse reflectance FTIR at different pH (Figure 2). The bands at pH 8 of amide I (stretching of C=O) and amide II (N–H bending and C–N stretching) are well defined at 1662 and 1550 cm-1, respectively. The band centered at 1662 cm-1 can have contribution of N–H bending of primary amines. At pH 8, the low intensity band at 1745 cm-1 may be assigned to stretching of carboxyl group. Its intensity increases as the pH is lowered as a consequence of the protonation of the carboxylate groups. This increase, however, is not easily observed because there is an overlap with the band of amide I, enlarging it as the pH is lowered. The band at 1412 cm-1 may be assigned to vibration of carboxylate group, whose intensity decreases with the pH, which is coherent with the protonation of carboxylate groups.34 The wide band at 1233 cm-1 may be assigned to vibrations of C–O–C in esters or P=O stretching, whereas the bands in the range 1000-1150 cm-1 are related to asymmetric and symmetric stretching of PO2- and P(OH)2 in phosphate, as well as vibrations of C–OH and C–C bonds of polysaccharides and alcohols. These results are consistent with predominance of ionizable sites containing nitrogen groups followed by carboxylic moieties and the possible presence of phosphate found by potentiometric titration.

  
    

    [image: Figure 2. Diffuse reflectance]

  

  Cadmium and zinc binding

  Under the experimental conditions adopted in these experiments, the concentrations of both Cd(II) and Zn(II) in the seawater used as supporting electrolyte were not detectable (from the signal to noise ratio), not interfering in the biosorption studies. Speciation of Cd(II) and Zn(II) in seawater (pH 8.2) was computed with the MINEQL+ software, version 4.6 for Windows, which revealed that Cd(II) is mostly distributed as CdOHCl (aq.) (1.33%), CdCl+ (20.4%), CdCl3- (22.6%) and CdCl2 (aq.) (55.2%). For Zn(II), this distribution was ZnOH+ (1.63%), ZnCl4- (2.89%), ZnCO3(aq.) (2.99%), ZnSO4 (aq.) (3.93%), ZnCl3- (8.88%), Zn2+ (10.2%), ZnCl+ (16.7%), ZnCl2 (aq.) (17.2%) and ZnOHCl (aq.) (34.9%).

  The adsorption kinetics was evaluated by varying the contact time before starting the deposition time. This experimental condition was achieved by varying the purge time from 30 to 240 s, which is made under open circuit, a condition that does not impose electrochemical stimulus to the system microalgae-metal at the vicinities of the working electrode. As the purging time increased within this interval, the peak currents did not decrease, suggesting that the biosorption at the algae surface was fast. This behavior allowed the titrations to be made by discrete sequential increments of titrant in a single titration flask. This approach has been adopted by other authors9 because interaction of metal ions with surface functional groups in the cellular membranes is usually fast, although metabolic mechanism in live cells can lead to bioaccumulation, a slow process (> 24 h) involving membrane transport and binding of the metals to macromolecules such as DNA, polypeptides, phytochelatins and proteins.9,35-37

  The peak potentials observed in the voltammograms of Zn(II) and Cd(II) in seawater were not significantly different from those in the suspension of live T. gracilis (Figure 3) and were independent of CM,T, so that the adsorption parameters can only be calculated from the peak currents. The behavior of peak current and potential suggests that the cell-metal ion aggregates are labile or quasi-labile with DML << DM.38

  
    

    [image: Figure 3. Voltammograms]

  

  The variation of peak currents as a function of CM,T in both the presence and absence of alga is shown in Figure 4. The binding of Cd(II) and Zn(II) by the cell surface shifted the titration curves in relation to the calibration in absence of alga. Adsorption of Zn(II) is more intense than that of Cd(II), as can be observed by comparing Figures 4a and 4b. Quantification of CCd was possible for all CCd,T studied (0.01 to 2.5 µmol L-1) because measurable peak currents were obtained for all titration points (Figure 4a). On the other hand, not measurable peak currents were observed for CZn,T from 0.05 to about 2 µmol L-1 (Figure 4b) as a consequence of the strong adsorption of Zn(II) (or formation of inert aggregates at low CZn,T). As the CM,T values increased after a given point, a significant increase in the slope of the graph ip vs. CM,T was observed, indicating the saturation of the adsorbing sites. However, the slope of the titration curves in presence of alga did not parallel with that of the calibration, suggesting that binding sites with weaker binding energy were still being titrated in that range of CM,T (Figures 4a, 4b and 4d). The only titration curve whose slope paralleled with the calibration for high CM,T was for the case of Cd(II) in the titration with the mixture of Cd(II) and Zn(II) (Figure 4c). A comparison of the profiles of Figures 4a and 4c indicates that the stronger binding of Zn(II) inhibits the binding of Cd(II), making the titration curve of the sample closer to that obtained in the calibration.

  
    

    [image: Figure 4. Peak currents]

  

  The complexing or adsorption capacity computed by the Ruzic's equation (Table 1) for Cd(II) and Zn(II) corresponds to only 0.084 and 0.54% of the total of ionizable sites (CHL,T), respectively. The low degree of site occupation was also observed for other authors for different species of microalgae.11,25 This behavior may be explained by the low ratios of CM,T to CHL,T used in these experiments and by the fact that only the ionizable sites with strong affinity by the metal species affect the free (plus labile) fraction of metal that can be reduced at the mercury electrode. Further increases in CM,T (in all cases) decreased the slope of the titration curve (not shown), a behavior that can be explained by saturation of the Hg-film of the working electrode.

  
    

    [image: Table 1. Adsorption parameters]

  

  Both CM,T and CHL,T studied in this work were much higher than the concentrations typically found in open oceans, but the ratios CM,T/CHL,T may be representative of environmental conditions found in coastal areas impacted by eutrophication and metal pollution as a consequence of anthropic activities.

  When Zn(II) and Cd(II) were added individually to the titration flask, both ions were adsorbed, but Zn(II) was bound to a larger extension than Cd(II) to the surface of T. gracilis (Figures 4a and 4b, Table 1), a fact that may be related to the nutrient role that Zn(II) plays in the plant metabolism and the existence of specific sites for its binding (log K' = 8.88). Cadmium does not have any nutritional role, but some species of marine microalgae, such as Tetraselmis suecica, are known to have metabolic mechanisms to make the organism tolerant to Cd(II) by producing intracellular non-protein sulfhydryl groups-rich compounds.36,39 The authors found a LC50 (lethal concentration average) value of 7.9 mg L-1 (70.3 µmol L-1) after six days of exposure. On the other hand, increased activity of superoxide dismutase in T. gracilis exposed to Cd(II) suggests that the metal species cause oxidative stress.40 Another possible explanation for why the Zn(II) is adsorbed in a higher amount could be, according to the data of MINEQL+, the presence of free Zn(II) (10.2% of CZn,T), whereas the free Cd(II) concentration is negligible. Free ions are those which have a higher capacity for interaction with biological surfaces (higher bioavailability).

  The adsorption capacity of both ions decreased (Table 1) in the titrations with binary mixtures of Cd(II) and Zn(II), in agreement with the findings of Monteiro et al.41 for the microalgae Scenedesmus obliquus and Desdesmus pleimorphus. The decrease in adsorption capacity was much more significant for Cd(II) than that for Zn(II), but this behavior cannot be generalized for algal species. Monteiro et al.41 observed that S. obliquus was able to remove Zn(II) to higher extents than Cd(II), whereas the opposite occurred with D. pleiomorphus. The log K' for binding of Zn(II) was not affected by the competition with Cd(II). For the case of Cd(II), the log K' increased by about one unity (Table 1). This fact may be explained by the occurrence of Cd(II) specific adsorption sites, that is, if there is no competition, Cd(II) can bind to a variety of groups and the log K' is computed as an average value between weak (high abundance) and strong sites (much less abundant). In case of competition with Zn(II), only the sites with stronger affinity for Cd(II) can be occupied, which is viewed as an increase in the conditional equilibrium constant, and a decrease in the in the CL,T.

  The higher affinity of Zn(II) biosorption in comparison with that of Cd(II) can also be viewed in the log KDEF vs. log θ plots (Figure 5). It was not possible to study the biosorption under similar conditions of site occupation because at conditions of low occupation (–5.0 < log θ < –3.3), in which the adsorption parameters of Cd(II) were computed, CZn was not detectable as a consequence of the strong/inert binding of this ion to the alga surface. Computation of and Γ for biosorption of Zn(II) (Table 1) was only possible in the range of log θ between –3.3 and –1.8, a condition in which the binding sites for Cd(II) approached the saturation, or the binding was too weak to allow reliable computation.21 The smaller values of Γ for Zn(II) in comparison with that for Cd(II) reflect a larger energetic heterogeneity of binding sites for Zn(II). The values of G between 0.6 and 0.7 are consistent with adsorption by natural ligands.9,21

  
    

    [image: Figure 5. Differential equilibrium]

  

  Comparison of the complexation parameters with the literature data is not straightforward because at our best knowledge this is the first work describing the biosorption of Cd(II) and Zn(II) by T. gracilis. For instance, biosorption of Cd(II) by live T. suecica reached a maximum adsorption capacity of 40.22 mg g-1 (359 µmol g-1),35 but the authors determined the free concentrations of metal by atomic spectroscopy after a contact time of 72 h, a condition in which bioaccumulation processes are occurring, whereas in the present work, only biosorption at short contact times was investigated.

   

  Conclusion

  Direct voltammetric measurements on T. gracilis suspensions in seawater (pH 8.2) revealed that adsorption capacity and conditional equilibrium constants are higher for Zn(II) than that for Cd(II). Biosorption in mixtures of Cd(II) and Zn(II) decreased the adsorption capacity of both metal species, especially for Cd(II). On the other hand, the conditional equilibrium constant for Cd(II) increased by about one-unit in the binary system, suggesting the occurrence of minor high affinity binding sites (probably sulfhydryl groups) for this metal at the external surface of the cell membrane. Thus, under conditions of depleted Zn(II), the log K' and KDEF values suggest that the microalgae surface can strongly bind Cd(II), a first step in the bioaccumulation and further biomagnification of this toxic metal in higher trophic levels of the marine food web.
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    O objetivo deste trabalho foi determinar a aplicabilidade de dois métodos enzimáticos um para a quantificação da glucose e outro da sacarose em soluções aquosas contendo quitosano. Os métodos analíticos foram validados e os principais parâmetros determinados como limite de detecção, intervalo de linearidade, precisão e exatidão. A incerteza global do método enzimático da glucose foi inferior a 10% no intervalo de 700 a 2000 mg L-1, para o método de análise da sacarose a incerteza global foi inferior a 3% para todo o intervalo de análise (100-1000 mg L-1). Apesar da semelhança das performances com relação a outros métodos analíticos, o método enzimático provou ser mais adequado, em particular do que a cromatografia líquida de alta eficiência (HPLC), principalmente se um grande número de amostras deve ser analisado (permitindo um resultado rápido) e ainda devido às propriedades mucoadesivas do quitosano que dificultam as metodologias analíticas por HPLC, criando problemas de estabilidade na coluna cromatográfica.

  

   

  
    The purpose of this work was to evaluate the applicability of two enzymatic methods to quantify glucose and sucrose in aqueous solutions with chitosan. The analytical methods were validated and the main parameters, as limit of detection, linearity range, precision and accuracy were determined. The global uncertainty for glucose enzymatic method was less than 10% for concentration levels between 700 and 2000 mg L-1, and for the sucrose enzymatic method, the global uncertainty showed values less than 3% for all concentration levels analyzed (100-1000 mg L-1). Despite the similarities of performances with respect to other analytical methods, the enzymatic method proved to be better than others, in particular high performance liquid-chromatography (HPLC), mainly if a great number of samples needs to be analyzed, allowing a quick result, and because the mucoadhesive properties of chitosan make difficult the HPLC analytical methodology, creating stability problems in the chromatographic column.

    Keywords: uncertainty, enzymatic methods, glucose, sucrose, chitosan

  

   

   

  Introduction

  Chitosan is a polycationic polymer obtained commercially by alkaline deacetylation of chitin.1,2 The chitosan molecule is a copolymer of N-acetyl-D-glucosamine and D-glucosamine and differs in the degree of N-acetylation (40-98%) and molecular weight (50-2000 kDa).1-3 Chitin is the second most abundant natural polymer in nature after cellulose and is found in the structure of a wide number of invertebrates (crustaceans, exoskeleton insects, cuticles) among others. Chitosan can be also considered as a biodegradable and a nontoxic product and is currently receiving a great deal of interest for medical, pharmaceutical, industrial and food applications.1-3

  The main reasons for this increasing attention to this natural product are certainly its interesting intrinsic properties associated to the reactive amino functional groups that give the potential to be used in many different fields.1,4-6

  Other properties with special interest for food industry are related to the anticholesterolemic,7,8 antioxidant9 and antimicrobial properties9 of chitosan.

  Chitosan is an attractive biomacromolecule, presenting, however, a disadvantage: it is a water-insoluble material. Chitosan is soluble only in acidic solutions because of its rigid crystalline structure and deacetylation, which limits its application. However it is possible to modify the chitosan structure to form water soluble chitosan which is easily soluble in neutral aqueous solutions.4-8

  Chitosan has been widely used in pharmaceutical and food industry, for example as a carrier for drug delivery. The use of chitosan microparticles and chitosan films as controlled drug delivery systems for conventional drugs, protein drugs and bioactive compounds has attracted increasing attention since the beginning of 1990's.2,10-15 Chitosan can also be used as a support for enzyme immobilization.16 On the other hand, carbohydrates are known to play a variety of roles in the welfare of mankind. The analyses of carbohydrates are the most widespread chemical analyses that are performed within the industries of food, beverage, forage, biomass, pulp and paper, pharmaceuticals, among others.17 These industries intend the development of analytical methods based on low cost, easiness of operation and portable instrumentation.18-20 An example of the importance of the control of carbohydrates is the sugar refining process (crystallization, centrifugation or carbonation).21

  Several methods and protocols have been revised and new generations of instruments have emerged to give response to the increased importance of carbohydrate analysis in the last years. Although there is a large number of analytical methods for carbohydrates, few studies include validation parameters and the uncertainty determination. Some methods with validation parameters for carbohydrates analysis, such as biosensor-based, refractometry, Fourier transform infrared spectroscopy (FTIR), enzymatic with spectrophotometry analysis and high-performance liquid chromatography (HPLC) have been discussed by Estevinho et al.22

  In the literature, the most of analytical methods for carbohydrates analysis are enzymatic18 and chromatographic methods,17,23-25 but, to the best of our knowledge, the only methodology for the determination of glucose in aqueous solutions with chitosan was developed by Estevinho et al.26 These authors studied the interference of chitosan in the analysis of glucose aqueous solutions by HPLC with evaporative light scattering detection (ELSD), considering the advantages of this detector relatively to others.23-25 The HPLC-ELSD methodology was considered adequate for analysis of glucose in aqueous solution in the presence of chitosan. However, the mucoadhesive properties of chitosan, which is known to interact with a large kind of molecules, make difficult the analytical methodology, particularly creating stability problems in the chromatographic column, affecting efficiency and resolution of glucose peak.26 These authors minimized the effects of the chitosan interactions by using a gradient programme with acetonitrile:water as eluent and special procedures between runs, for a total time of analysis of 20 min.

  The objective of this work was to evaluate the applicability of an enzymatic method to quantify glucose and sucrose in solution with chitosan, minimizing the effects of the chitosan interactions, the time of analysis and the problems associated to the use of HPLC methods with chitosan. The analytical methods were validated and the main parameters, as the limit of detection, linearity range, precision, accuracy and uncertainty, were obtained.

   

  Experimental

  Reagents

  All reagents were of analytical grade purity. D-Glucose was supplied by Merck (Darmstadt, Germany) (Ref. 1.08337.1000), sucrose was from Merck (Darmstadt, Germany) (Ref. 1.07687.1000), chitosan (medium molecular weight with deacetylation degree between 75 and 85% and viscosity of 200 to 800 mPa s) was purchased from Aldrich (St. Louis, USA) (Ref. 448877-50G) and acetic acid (glacial) 100% anhydrous was from Merck (Darmstadt, Germany) (Ref. 1.00063.2511).

  For the preparation of the enzymatic solution used in glucose determination, the following reagents were used: 3-(N-morpholino)propanesulfonic acid (MOPS) with a purity degree 99.5% from Sigma (Ref. M1254), phenol from Riedel-de Haën® (Ref. 33517), 4-aminophenazone from Riedel-de Haën® (Ref. 33528), glucose oxidase (from Aspergillus niger) from Sigma (Ref. G6766-10KU-023K3792), peroxidase type I (from horseradish) from Sigma (Ref. P8125-25KU-031K7465), potassium dihydrogen phosphate from Panreac (Ref. 131509.1211) and anhydrous sodium carbonate from Pronalab (Cod. 98 No. 1717).

  For sucrose determination a commercial enzymatic kit from Sigma (Ref. SCA-20) was used.

  Preparation of the standard and simulated samples

  Glucose and sucrose standard solutions were prepared from stock solutions prepared with deionized water. Glucose calibration standards with concentrations of 50, 150, 300, 500, 700, 1000 and 2000 mg L-1 of glucose were prepared from the stock solution of 10 g L-1 of glucose in deionized water.

  Sucrose standards with concentrations of 100, 250, 500, 750 and 1000 mg L-1 of sucrose were prepared from the stock solution, with the concentration of 1 g L-1 of sucrose, in deionized water.

  Simulated samples were used in the experiments of optimization of the method by diluting glucose or sucrose in a chitosan (1% w/v) aqueous solution with 1% (v/v) acetic acid.

  Preparation of enzymatic solutions

  The glucose enzymatic solution was prepared considering the following final concentration for each compound: 5.16 g L-1 MOPS, 1.04 g L-1 phenol, 0.16 g L-1 4-aminophenazone, 0.71 g L-1 glucose oxidase, 0.04 g L-1 peroxidase, 5.25 g L-1 potassium dihydrogen phosphate and 1.21 g L-1 anhydrous sodium carbonate.

  The sucrose enzymatic solution was prepared according to the sigma kit instructions. The sucrose assay reagent and glucose assay reagent solutions were reconstituted in water.

  Equipment

  The equipments used were a spectrophotometer UV-Visible V-530 (Jasco) and a thermostatic bath Stuart Scientific Co. Ltd (test tube, heater SHTD, 5006, UK).

  Glucose enzymatic method

  This method was adapted from Skoog and Leary,27 and was based on the utilization of enzymes that catalyze the reaction of glucose degradation with the formation of a colored compound (quinonimine), considering the following equations:

  
    [image: Equation (1)]
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  Samples and standards were prepared as described in Table 1. All samples and standards were incubated for 1 h at 37 ºC. The absorbance at 500 nm is proportional to the concentration of glucose in the sample, according to the Beer law.
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  Sucrose enzymatic method

  For the analysis of sucrose, a commercial kit was used (Sigma sucrose assay kit). In this process, the following equations are involved:

  
    [image: Equation (3)]
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  Samples were prepared for the enzymatic reaction as described in the instructions of the sucrose assay kit (Table 2).
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  After 10 min of ambient temperature incubation, 2 ml of glucose assay reagent were added to the samples and incubated for more 15 min. The consequent increase in absorbance at 340 nm was directly proportional to sucrose concentration (Beer law). The sucrose concentration (g L-1) was determined according to the following equations:

  
    [image: Equation (6)]
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  where A represents absorbance, C the concentration of sucrose and f the dilution factor from sample preparation.

   

  Results and Discussion

  The analysis of glucose and sucrose are two of the most frequent chemical analyses in industry (food, beverages, pharmaceuticals, among others), either for quality control purposes or chemical composition evaluation, so requiring the necessity of implementing selective and sensitive analytical methods like the enzymatic methods.

  An adequate and validated method for the analysis of any nutrient or compound is a fundamental step in achieving a good analytical result. Few enzymatic methods have a study of validation method, and from our knowledge, no one including the determination of uncertainty. For example, Garbelotti et al.28 studied the determination and validation of dietary fibers (chitosan can have the function of a fiber in human digestion) in food by an enzymatic gravimetric method. These authors determined the precision (approximately 20%), the accuracy by the analysis of the recovery (70-120%) and the coefficient of correlation of the methods (0.9999). Liu et al.29 developed and validated a direct enzymatic HbA1c assay for human whole blood samples, and also in this case, the validation study was limited to the determination of the precision and accuracy. Accuracy studies were completed by comparing the direct enzymatic assay to the existing HPLC and immunoassay methods. Also, Woollard et al.30 did the enzymatic determination of carnitine in milk and infant formula studying some validation parameters (precision and accuracy). Zhou and Prognon31 tested the implementation of International Conference on Harmonisation (ICH) guidelines for validation of analytical methods in the case of two enzymatic assays of determination of superoxide dismutase (SOD) activity. These authors determined precision and accuracy by the analysis of the recovery, specificity and coefficients of correlations of the methods.

  The validation of the enzymatic methodologies (glucose enzymatic and sucrose enzymatic methods) were performed, not only to establish the main characteristics of the methods (linearity range, limit of detections, accuracy and precision), but also to assess the global uncertainty associated to the results.

  Validation of the glucose enzymatic method

  For the glucose enzymatic method, the calibration curve was obtained for 7 glucose standards with concentrations ranging from 50 to 2000 mg L-1, whenever the samples were measured. Figure 1 presents one of these calibration curves. The coefficients of correlation were higher than 0.998 and the limit of detection was 39.5 mg L-1.
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  The intermediate precision of this method was evaluated taking into account the relative standard deviation (RSD) of all the standards, in different days, at the optimized conditions. The variation coefficient (CV in %) was 26.9% on average, the bigger contribution being from the standards with lower concentration. The smaller standard concentrations (50 and 150 mg L-1) had a variation coefficient higher than 40%.

  The recovery factor (Re) was defined as the ratio between the obtained concentration and the expected one. Accuracy, expressed by the percentage of recovery, was 102.6%, on average. The recovery factors ranged between 98.8 and 120%, related to the standards of 300 and 50 mg L-1, respectively.

  In the present work, the bottom-up approach was used to estimate the overall uncertainty by identifying, estimating and combining all the sources of uncertainty associated to the analytical results, as mentioned in Eurachem/Cytac.32

  It is considered an overestimation of the uncertainty, but it has the advantage of weighing the individual contributions, and therefore, allowing the detection of the most significant sources.

  Global uncertainty (U) combines the contributions of all the sources of error linked to the analytical procedure and can be calculated from the following equation:

  
    [image: Equation (8)]

  

  U1, U2,  U3 and U4 are the uncertainties associated to standard preparation, calibration curve, precision and accuracy, respectively.

  The uncertainty associated to the standard preparation (U1) was calculated for each standard according to equation 9, considering the relative error associated to each mass or volume measurement and the law of propagation of uncertainty

  
    [image: Equation (9)]

  

  where Δmglucose is the uncertainty associated to the mass measurement (mglucose), ΔV1 is the uncertainty associated to the preparation of the standard stock solution in a volumetric flask of 100 mL (V1), ΔV2 is the uncertainty associated to the preparation of the standards (25 mL, V2), and ΔV3 is the uncertainty associated to the pipetted volume (V3) of the stock solution to prepare the different standards.

  The uncertainty associated to the calibration curve (U2) was calculated, for each standard by the calibration curve considering the following equations:
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  where [image: characterer_01] represents the standard deviation of the linearization, b represents the slope of the regression curve, m the number of replicates performed for each xi value, n the number of standards used to build the calibration curve (n = 7), yi the experimental value of y (absorbance), yical the value of y calculated by the regression curve for the concentration xi, yav the average of yi values, xi the concentration of standards (x) used in the calibration and xav the average of xi values.

  The uncertainty associated to the precision (U3) was estimated considering the precision of the measurement for each standard. In the following formula, s represents the standard deviation of precision assays.

  
    [image: Equation (12)]

  

  The uncertainty associated to the accuracy (U4) was calculated from equation 13, where η represents the recovery of the assays with spiked solutions at different levels:

  
    [image: Equation (13)]

  

  In Figure 2, the relative weight of each individual source of uncertainty for glucose analysis is represented.
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  The relative contribution of these four sources is decisively dependent of the calibration levels, being the uncertainty associated to the calibration curve (U2), the main responsible for the correspondent variation for lower glucose concentration. For the upper glucose concentration levels, the influences of precision (U3) and accuracy (U4) achieved a combined contribution around 70%.

  Figure 3 presents the variation of the global uncertainty with the glucose concentration levels. The global uncertainty was less than 10% for concentration levels between 700 and 2000 mg L-1. For lower glucose concentrations, the uncertainty increased in an exponential mode. For glucose concentration less than 150 mg L-1, the values increased significantly to values higher than 25%.
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  This method was applied to analyze simulated samples prepared by mixing glucose with a chitosan (1% w/v) aqueous solution with 1% (v/v) acetic acid. Several simulated solutions were prepared with chitosan and glucose. The first tested solution did not have glucose and was used to evaluate if the chitosan gave any kind of response with this methodology. One can conclude that chitosan does not interfere with glucose analysis. The other solutions were tested in the range between 700 and 2000 mg L-1 in which the global uncertainty was less than 10%. Four solutions with glucose concentrations close to 770 mg L-1 and four other solutions with average concentrations of 1605 mg L-1 were tested giving a recovery factor of 104.0 and 99.9%, on average, respectively.

  Validation of the sucrose enzymatic method

  For the sucrose enzymatic method, the validation was done in a range of concentrations between 100 and 1000 mg L-1. The sucrose concentration was determined from equation 6 and the limit of detection was 134.0 mg L-1. The intermediate precision of this method was 0.6% (CV) and the accuracy, evaluated in terms of recovery factor, was 93.0%.

  The global uncertainty (U) was also determined in a bottom-up approach, considering the contributions of all the sources of error linked to the analytical procedure and can be calculated from equation 14. In this formula, the uncertainty associated to the error propagation of the concentration formula (equation 6) ΔC/C and the uncertainties associated to precision (U3) and accuracy (U4) were considered.

  
    [image: Equation (14)]

  

  Equations 15 and 16 were obtained considering the volume errors (ΔV) associated to the dilutions in the sample preparations and to errors associated to the final absorbance (ΔAfinal). The final absorbance was limited by the errors associated to the sample blank (ΔAsample) and to reagent blanks (ΔAsb, ΔAgarb and ΔAsarb).
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  Figure 4 presents the relative weight of each individual source of uncertainty in sucrose analysis. The uncertainty associated to the error propagation of the concentration formula [image: Formula (1)] is crucial for the lowest concentration levels. The influence of U1* decreased with the increase of the sucrose standard concentration. The influences of precision (U3), and, mainly, of the accuracy (U4) increased for the higher concentration of sucrose.
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  In Figure 5, the global uncertainty presents lower values (less than 3%) for all the analysis range (between 100 and 1000 mg L-1).
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  Comparing the glucose and the sucrose enzymatic method, the glucose method has a larger range of analysis (50-2000 mg L-1) and a smaller limit of detection (39.5 mg L-1). However, the sucrose method has a smaller global uncertainty (less than 3%) for all the analytical range (100-1000 mg L-1).

  A similar study regarding the effect of chitosan was made for sucrose. One solution without sucrose was used to evaluate if the chitosan gave any kind of response with this methodology. A similar conclusion to the glucose case was obtained. Several solutions with average sucrose concentrations of 645 and 1000 mg L-1 were tested giving a recovery factor, of 99.7 and 98.1%, on average, respectively.

  Glucose enzymatic method versus glucose HPLC-ELSD method

  The HPLC-ELSD method was developed by Estevinho et al.26 for samples with chitosan and glucose. These authors minimized the effect of the chitosan interactions by using a gradient programme with acetonitrile:water as eluent and special procedures between runs, for a total time of analysis of 20 min. The validation of the analytical methodology showed a linear response between 50 and 500 mg L-1, with coefficient of correlation of 0.999 and limit of detection of 10.7 mg L-1. Global uncertainty associated with the results was 4.1%, on average.

  Some samples were analyzed by the two methods (enzymatic and HPLC-ELSD). Results of glucose in simulated samples obtained by the validated enzymatic method were compared with those obtained by HPLC-ELSD (Table 3).
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  The concentration selected to compare the two analytical methods was limited by the analytical range of the HPLC-ELSD method (50-500 mg L-1) and by the high values of the global uncertainty obtained for low concentrations of glucose for the enzymatic method (for glucose concentrations less than 150 mg L-1, the uncertainty values increased significantly to values higher than 25%.). By these reasons, the comparison was made for concentrations near 300 mg L-1.

  The results obtained by the two methods are very similar. The HPLC method was developed for a more restricted range (50-500 mg L-1), presenting a smaller limit of detection (10.7 mg L-1).

  The enzymatic method for glucose presented higher values of global uncertainty than the HPLC method. However, the enzymatic method has the advantage of avoiding the problems found in the chromatographic column provoked by the mucoadhesive properties of chitosan. The use of the HPLC method has high costs involved with acquisition and maintenance of the equipment, and acquisition of solvents and columns. The enzymatic methods have smaller costs involved with the equipment. The most expensive part in the application of the enzymatic method is the acquisition of the enzymes/enzymatic solutions.

  The enzymatic method is also more flexible and simple in the utilization, allows a large number of sample analyses in a small period of time and presented less operational problems.

  The applicability of the enzymatic method on the analysis of glucose/sucrose in complex chitosan samples proved to be a good option.

   

  Conclusions

  The presented enzymatic methods intended to be used as a fast way of determining the glucose and sucrose contents in solutions with chitosan.

  Glucose method was developed in the range of concentrations between 50 to 2000 mg L-1, with a limit of detection of 39.5 mg L-1. The intermediate precision was 26.9% (CV), on average, and the accuracy, expressed by the percentage of recovery, was 102.6%. The global uncertainty was less than 10% for concentration levels between 700 and 2000 mg L-1.

  Sucrose method was applied in the range of sucrose concentrations between 100 and 1000 mg L-1, with a limit of detection of 134.0 mg L-1. The intermediate precision of this method was 0.6% (CV), the accuracy, evaluated in terms of recovery factor, was 93.0% and the global uncertainty showed values less than 3% for all concentration levels analyzed.

  The enzymatic method proved to be more suitable than HPLC, mainly if a high volume of samples needs to be analyzed, because chitosan has mucoadhesive properties that create stability problems in the chromatographic columns.
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    A interação entre a droga anti-depressiva, sertralina, com o DNA de fita dupla (dsDNA) de timo de vitelo em tampão fisiológico (pH 7,4) foi determinada por espectrofotometria de UV-Vis, espectrofluorimetria, dicroísmo circular, espectroscopia no infravermelho com transformada de Fourier (FTIR), medições da viscosidade e estudos de fusão de DNA. Os espectros de absorção da droga com o DNA mostraram um efeito hipercrômico. Ao usar o reagente Hoechst como uma sonda de fluorescência ocorreu a extinção do pico de emissão na mistura DNA-Hoechst após a adição da sertralina. Os espectros de FTIR revelaram o modo de ligação de menor sulco entre o fármaco e o dsDNA. A constante de ligação da sertralina ao DNA foi calculada utilizando os dados espectroscópicos. Os parâmetros termodinâmicos calculados sugeriram que as interações eletrostáticas são forças importantes na formação do complexo DNA-sertralina.



   

  
    The interaction of the antidepressant drug, sertraline, with calf thymus double stranded DNA (dsDNA) in physiological buffer (pH 7.4) was investigated by UV-Vis spectrophotometry, spectrofluorimetry, circular dichroism, Fourier transform infrared spectroscopy (FTIR), viscosity measurements and DNA melting studies. The absorption spectra of the drug with DNA showed a hyperchromic effect. Using Hoechst reagent as a fluorescence probe, quenching of the emission peak occurred in the DNA-Hoechst mixture when sertraline was added. The FTIR spectra revealed minor groove binding mode between the drug and the dsDNA. The binding constant of sertraline to DNA was calculated using spectroscopic data. The calculated thermodynamic parameters suggested that electrostatic interactions are important forces in the formation of sertraline-DNA complex.

Keywords: DNA, sertraline, interaction, spectroscopy

  

 

 

  Introduction

  Selective serotonin-reuptake inhibitors (SSRIs) are used in the treatment of various forms of psychiatric disorders including depression, obsessive-compulsive disorder, panic attacks, and social phobias. Sertraline (SER), [(1S,4S)-4-(3,4-dichlorophenyl)-1,2,3,4-tetrahydro-N-methyl-1-naphthylamine] (Scheme 1), is a SSRI.1,2 It is considered to be safe, effective within a wide therapeutic range, and with minimal and well-tolerated adverse effects.3-5 SER is mainly used therapeutically to treat the symptoms of depression and anxiety.2,4 
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  The study of the interaction of small molecules (often drugs or ligands) with DNA has been the focus of some recent research works in the scope of life science, chemistry and clinical medicine.6-8 DNA is quite often the main molecular target of the chemical substances in the environment, thereby people are facing an increase of diseases and many types of cancer can be partly attributed to dramatic changes of the DNA physiological functions.9,10 Intercalation and groove binding are the two major binding modes of small molecules to DNA.

  In this work, the interaction between SER and calf thymus DNA was investigated by UV-Vis absorption and ﬂuorescence spectroscopy, Fourier transform infrared spectroscopy (FTIR), viscosity measurements and DNA melting technique. This study may be helpful to further understand the mechanism of sertraline action in body and valuable for the improvement of new drug design.

   

  Experimental

  Apparatus

  UV-Vis absorption spectra were measured on an Agilent 8453 spectrophotometer (Waldbornn, Germany) using a quartz cell (light path 1.0 cm). Fluorescence measurements were performed with a JASCO (FP6200) spectrofluorimeter (Tokyo, Japan) equipped with a 150W Xenon lamp and a thermostat bath, using a 1.0 cm quartz cell. The widths of the excitation and emission slits were set at 5.0 and 10 nm, respectively, and the scan rate was 1200 nm min−1. Circular dichroism (CD) measurements were recorded on a JASCO (J-810) spectropolarimeter (Tokyo, Japan). The viscosity measurements were carried out using a SCHOT AVS 450 type viscometer. An electronic thermostat water-bath was used for controlling the temperature.

  Chemicals

  A stock solution (1.0 × 10−2 mol L−1) of sertraline hydrochloride (Osvah Pharmaceutical Co, Tehran, Iran) was prepared by dissolving its powder in absolute ethanol. Calf thymus double stranded DNA (dsDNA) (Sigma Chem. Co., USA) was used without further purification, and its stock solution was prepared by dissolving an appropriate amount of DNA in Tris-HCl buffer solution overnight and stored at 4 ºC. The concentration of DNA in stock solution was determined by measuring its UV absorption at 260 nm using a molar absorption coefficient of 6600 L mol−1 cm−1.11 Purity of DNA was checked by monitoring the ratio of the absorbance at 260 nm to that at 280 nm. The solution gave a ratio of A260/A280 > 1.8, indicating that DNA was sufficiently free from protein.12 Hoechst 33258 (Sigma Chem. Co., USA) stock solution (1.0 × 10−4 mol L−1) was prepared by dissolving in Tris-HCl buffer solution and stored in a cool and dark place. All other chemicals used were of analytical reagent grade. Doubly distilled deionized water was used throughout.

  Procedures

  UV-Vis absorption measurement

  All measurements were carried out in pH 7.4 using a Tris-HCl buffer. The UV-Vis absorption spectra of DNA and the mixture of DNA and SER solutions were measured on the spectrophotometer at room temperature in the range of 190 to 600 nm.

  Fluorescence experiment

  The competitive experiments were conducted by adding small aliquots of SER stock solution to DNA-Hoechst mixture and the change in fluorescence intensity was recorded. The excitation wavelength was 340 nm and the emission spectra were recorded from 340 to 600 nm.

  DNA melting studies

  DNA melting experiments were carried out by monitoring the maximum fluorescence intensities of the complex of DNA with methylene blue (DNA-MB) in the absence and presence of SER at different temperatures. The temperature of the sample was continuously monitored with a thermocouple attached to the sample holder. The fluorescence intensities were then plotted against temperature ranging from 40 to 90 ºC. The melting temperature (Tm) was determined as the transition midpoint.

  Viscosity measurements

  The viscometer was immersed in a thermostatic bath at 25  ± 0.1 ºC. Typically, 15.0 mL of buffer and 15.0 mL of DNA solution were transferred into the viscometer separately. Various concentrations of SER were added into the viscometer to give a specific mole-ratio r (r = [SER] / [DNA]) while keeping the DNA concentration at 5.0 × 10−5 mol L−1. After thermal equilibration, the time of the solution's flowing through the capillary was determined to  ±0.2 s by a digital stop-watch. At least three measurements were tested to calculate the average relative viscosity of the DNA solution. The data were presented as (η/η0)1/3 versus the mole-ratio values, where η and η0 are the viscosity of DNA in the presence and absence of SER, respectively. Viscosity values were calculated from the observed flow time of DNA-containing solutions (t) and corrected for buffer solution (t0), η = (t − t0)/t0.

  FTIR measurements

  FTIR spectra of DNA and DNA−SER solutions were recorded. The samples were prepared as thin ﬁlms by volatilizing the solvent to appropriate concentrated solutions on transparent slides.

  Circular dichroism (CD) measurements

  CD measurements were recorded keeping the concentration of DNA constant (5 × 10−5 mol L−1) while varying the concentration of SER (r = cSER / cDNA =  0.0, 0.4, 0.6).

   

  Results and Discussion

  Fluorescence measurements

  In order to investigate the interaction mode between SER and DNA, a competitive fluorescence experiment was performed by using the reagent Hoechst 33258, SER has a negligible emission. Hoechst 33258 is a well known minorgroove binder, which is often used as a spectral probe to establish the mode of binding of small molecules to dsDNA.13 The fluorescence of Hoechst increases in the presence of DNA due to its higher planarity in the grooves of the host macromolecule as well as its protection from collisions with solvent.14 Upon addition of SER, if it competes for the groove sites in DNA, a significant decrease in the fluorescence intensity of the DNA-Hoechst complex would result.

  As is shown in Figure 1a, the fluorescence of the Hoechst solution (5.0 × 10−6 mol L−1) increases in the presence of DNA, which is due to the insertion of the probe in the grooves of the DNA helix. Based on the results shown in Figure 1a, DNA concentration in this study was selected as 1.77 × 10−4 mol L−1, i.e., the ratio of DNA to Hoechst was 35.4:1.
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  The effect of addition of SER to the above-mentioned solution is shown in Figure 1b. As is obvious, the fluorescence of DNA-Hoechst complex is efficiently quenched by SER, with a little shift in the emission wavelength. In the absence of DNA, the fluorescence intensity of Hoechst showed no change upon addition of SER, therefore, direct quenching of Hoechst emission by SER is canceled out and the drug competes with the probe for DNA grooves.

  In a similar spectrofluorimetric experiment, methylene blue (MB) was added to DNA solution. MB is a fluorescence probe that slips between adjacent base pairs and intercalates with DNA helix.15,16 As is shown in Figure 2, no obvious change was observed upon addition of SER to a mixture of MB and DNA which confirms the non-intercalative mode of binding of SER to DNA. Interestingly, the emission intensity of MB is quenched upon addition of DNA which reflects the changes in the excited state structure of MB surrounded by base pairs of DNA.17
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  Melting studies

  Further support for the groove binding of SER to DNA was obtained through DNA melting experiments. Heat and alkali can destroy the double helix structure of DNA and change it into single helix at the melting temperature (Tm). Interaction of small molecules with DNA can influence Tm, so that it may be increased by about 5-8 ºC as a result of intercalation binding which brings additional stability to DNA helix, but non-intercalative bindings cause no obvious increase in Tm.18, 19

  UV-Vis absorption spectroscopy is a general method for determining the melting temperature.20 Considering the higher sensitivity, spectrofluorimetry was used in this study to determine Tm. The values of Tm for the mixtures DNA-MB and SER-DNA-MB were determined, by monitoring the maximum fluorescence intensities of the solutions as a function of temperature (40-90 ºC). The transition midpoint of the melting curve (Figure S1) was assigned as Tm. The value of Tm was not changed significantly for DNA-MB (87.2 ºC) in the presence of SER (86.5 ºC) under the experimental conditions. Therefore, the interaction between DNA and SER may not be intercalative. The small decrease in Tm is presumably due to the groove binding of SER with DNA, which changes the conformation of DNA to some degree and influences the extent of interaction of DNA with MB.

  Viscosity measurements

  Viscosity experiment is an effective tool to study the binding mode of small molecules to DNA. A classical intercalation binding demands the space of adjacent base pairs to be large enough to accommodate the bound ligand and elongate the double helix, resulting in an increase of DNA viscosity.21 However, a partial non-classical intercalation of ligands can bend the DNA helix and reduce its effective length and its viscosity.22-24 There is a little effect on the viscosity of DNA if the groove binding occurs in the binding process.24,25 A series of solutions were prepared which contained a constant concentration of DNA and various concentrations of SER. Then, the viscosity measurements were conducted at room temperature. As is shown (Figure S2), there is no appreciable change in relative viscosity of DNA in the presence of SER. Such behavior suggests a non-intercalative mode of interaction, and possibly a groove binding should be the interaction mode of the drug with DNA.

  Binding constant of SER with DNA

  As was mentioned, the fluorescence intensity of Hoechst-DNA complex is quenched upon addition of SER. It is well known that there are two mechanisms involved in the quenching process: static and dynamic (collisional) quenching. The quenching nature of DNA-Hoechst complex in the presence of SER was analyzed using Stern-Volmer equation,26

  
    [image: Equation (1)]

  

  In this equation, F0 and F are the fluorescence intensities of DNA-Hoechst complex in the absence and presence of SER, respectively; [Q] is the SER concentration, Kq is the quenching rate constant, τ0 is the average excited-state lifetime of DNA-Hoechst in the absence of SER (10−9 to 10−7 s) 27 and Ksv is the Stern-Volmer quenching constant.

  The Stern-Volmer plot at 25 ºC is shown in Figure 3. The maximum rate constant of collisional quenching of various quenchers with biopolymers is about 2.0 × 1010 L s−1 mol−1.28 From the slope of the line in Figure 3, a greater value for Kq is obtained (9.09 × 1010 L s−1 mol−1), which confirms a static quenching mechanism. 

  
    

    [image: Figure 3. Stern-Volmer plot]

  

  On the other hand, the values of KSV decreased with the increasing temperature (Table 1), which indicated that the fluorescence quenching by SER was static, i.e., in the competition of SER for DNA grooves, Hoechst molecules were liberated to the solution.29

  
    

    [image: Table 1. Stern-Volmer]

  

  The binding constant (K) and the numbers of binding sites (n) for DNA−SER system can be determined by the following equation,30

  
    [image: Equation (2)]

  

  where Kf and n are the binding constant and the number of binding sites in base pairs unit, respectively. Thus, a plot of log (F0 − F)/F versus log [Q] yields the Kf and n values which are summarized in Table 1 and Figure 4. An average value of one binding site on DNA for interaction with SER was obtained from the slope of the regression line in Figure 4.

  
    

    [image: Figure 4. Plot of log]

  

  Thermodynamic parameters and the nature of binding forces

There are several acting forces between small molecules and a biomacromolecule such as hydrophobic forces, hydrogen bonds, van der Waals, and electrostatic interactions. When the change in temperature is small, the enthalpy change (ΔH0) can be assumed as a constant, then its value and that of entropy change (ΔS0) can be determined from the van't Hoff equation,

  
    [image: Equation (3)]
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  where Kf is the binding constant at the corresponding temperature and R is the universal gas constant. The temperatures used were 278, 298 and 310 K. The values of ΔH0 and ΔS0 were obtained from the slope and intercept of the linear plot of ln Kf versus 1/T (Figure S3). The free energy change (ΔG0) was estimated from Equation 4. The values of ΔH0, ΔS0 and ΔG0 are listed in Table 1. From Table 1, the negative value of ΔG0 reveals that the interaction process between SER and DNA is spontaneous, while the negative sign of ΔH0 and positive sign of ΔS0 values indicates the reaction is exergonic and enthalpy and entropy favored. The positive entropy value confirms non-intercalative binding mode of SER to DNA.

When a small molecule interacts with DNA and forms a new complex, a shift in the absorbance wavelength of DNA and/or a change in the molar absorptivity may occur.31 

  UV-Vis absorption spectra of DNA with various amounts of SER (Figure 5a) were recorded by subtracting the spectrum of SER from that of drug-DNA complex. It is clear that the absorbance peak around 260 nm increased with the addition of the drug, which indicates the interaction between the two species.

  
    

    [image: Figure 5. (a) Absorption spectra]

  

  The value of the binding constant (K) was obtained from the DNA absorption at 260 nm according to Equation 5 for weak binding affinities,32

  
    [image: Equation (5)]

  

  where A0 is the absorbance of DNA at 260 nm in the absence of SER, A∞ is the final absorbance of SER−DNA and A is the recorded absorbance at different SER concentrations. Equation (5) is written on the assumption that the stoichiometry is 1:1. The linearity of the double reciprocal plot of 1/(A − A0) versus 1/[SER] (Figure 5b) confirms the 1:1 stoichiometry (as was obtained in fluorescence experiments) and the binding constant (K) can be estimated from the ratio of intercept to the slope33. The binding constant for SER−DNA complex was calculated as 5.11 × 104 at 25 ºC, which is different from the value obtained by fluorimetry (Table 1) due to the difference in the methods used.

  The calculated binding constant is lower than the values reported for typical intercalators (for ethidiumbromide and [Ru(phen)dppz]2+, binding constants have been reported to be in the order of 106-107 M−1).34,35 This K value compare well with that of the well-established groove binding agent, spermine.36

  Circular dichroism spectroscopy (CD)

  The changes in CD spectra of DNA on interaction with drugs may often be assigned to the corresponding changes in DNA structure. CD spectrum of calf-thymus dsDNA consists of a positive band centered at 275 nm due to base stacking and a negative band at 245 nm due to its helicity, which is characteristic of DNA in right-handed B form.37 

  The results of CD studies of DNA in the presence of SER revealed that the conformation of DNA can be affected by the drug (Figure 6). A decrease in negative peak (shifting to zero level) is observed with an increase in the positive peak at the same time. Some investigators believe that this is a characteristic of B → A conformational transition of DNA38, which is observed in groove binding mode.
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  FTIR measurements

  FTIR is often used to monitor the effects of various drugs on DNA structure. In this study, FTIR was used to compare the structural characteristics of DNA with SER–DNA complex in aqueous solution. The IR spectral features for both DNA and SER–DNA are presented in Figure S4. Most important IR peaks for DNA are confined in the spectral region 1000-1800 cm−1. The vibrational bands of DNA at 1716.5, 1681.8, 1625.8 and 1506.2 cm−1 are assigned to guanine (G), thymine (T), adenine (A) and cytosine (C) bases, respectively. Bands at 1234 and 1085.8 cm−1 denote phosphate (–PO2) asymmetric and symmetric vibrations, respectively. The band at 1041.4 cm−1 is assigned to the sugar vibration. 

  The change of intensity and shifting of the –PO2 bands is an indication of the interaction with SER. The large shifting of T and A bands accompanied by a major decrease in their intensities can be attributed to direct SER binding to these bases in the minor grooves of DNA.39,40 Small decrease in the intensities of G and C bands are indicative of some degrees of SER interactions with G–C bases. Therefore, an electrostatic interaction of SER with backbone phosphates and a strong minor groove binding can be concluded.

   

  Conclusions

  Detailed analysis of the interaction of SER with DNA in physiological buffer (pH 7.4) was carried out in this work by fluorescence, UV-Vis and FTIR spectroscopic techniques. The binding constants and number of binding sites of DNA with SER were measured at different temperatures, and the thermodynamic parameters were calculated. The groove binding of SER with DNA was deduced by taking into account the changes in fluorescence spectra, melting temperature and viscosity measurements. The study of interaction of SER with DNA may provide useful information on the mechanism of antidepressant drug binding to DNA and thus will be helpful to the design of new drugs with lower side effects.
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    Quantificação e identificação de misturas de biodiesel de soja com petrodiesel foram realizadas via espectrometria de massas utilizando duas técnicas de ionização: electrospray (ESI) e Venturi easy ambient sonic-spray em seu modo líquido (VL-EASI). Diferentes misturas de biodiesel/petrodiesel (de B0 até B100) foram diluídas e diretamente injetadas e analisadas por ambas as técnicas. Para investigar a adulteração em blendas Bn, misturas óleo de soja/biodiesel e óleo de soja/petrodiesel foram analisadas. Curvas analíticas foram obtidas em triplicata. As duas técnicas apresentaram quantificação suficientemente precisa na faixa de B1-B20. Estas técnicas foram úteis também na detecção de contaminação ou adulteração das misturas Bn com óleos vegetais. A técnica de ESI é hoje largamente difundida e comercialmente acessível enquanto que uma fonte de VL-EASI pode ser facilmente montada usando peças comuns de laboratório dispensando a aplicação de altas voltagens. As duas técnicas não necessitam de etapas de pré-separação ou derivatização e, portanto, oferecem métodos simples e rápidos para quantificação de misturas Bn. A detecção instantânea e abrangente da composição molecular permite o controle de qualidade e tipificação de biodiesel e, eventualmente, de óleos vegetais em misturas ilegais.

  

   

  
    Quantitation and identification of blends of soybean biodiesel with petrodiesel were performed via mass spectrometry using two ionization techniques: electrospray ionization (ESI) and Venturi easy ambient sonic-spray ionization in its liquid mode (VL-EASI). Different soybean biodiesel/petrodiesel blends (from B0 to B100) were diluted and then directly infused and analyzed by both techniques. To investigate adulteration of Bn blends, different soybean oil/biodiesel and soybean oil/petrodiesel blends were analyzed. Analytical curves were obtained in three replicates. The two techniques were shown to provide reasonably accurate quantitation in the B1-B20 range. These techniques were also successfully used to detect contamination or adulteration of Bn blends with vegetable oils. ESI is a widely used and commercially available technique whereas a VL-EASI source can be easily mounted using common laboratory parts requiring no use of high voltages. Both techniques require no pre-separation or derivatization steps and offer, therefore, simple and fast methods for the quantitation of Bn blends. The comprehensive snapshots of the molecular composition also allow quality control and typification of the biodiesel and eventually of the vegetable oils in illegal admixtures.
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  Introduction

  Fatty acid methyl and ethyl esters derived from vegetable oils, commonly known as biodiesels, are receiving considerable attention as alternative engine fuels since their properties are very similar to petrodiesel and can therefore be used in compression-ignition engines without modification.1,2 Nevertheless, successful commercialization and market acceptance of biodiesels require a strong effort in assuring their fuel properties and product quality.3 However, quality control is challenging for biodiesels since their composition varies due to the many feedstock used for its production, and their use occurs mainly as admixtures with petrodiesel, which are known as Bn blends (where n stands for the v/v percentage of biodiesel). In Brazil, for instance, B5 is currently the mandatory blend used for commercialization.4

  The analytical methods commonly used to evaluate fuel quality and monitor biodiesel production5 are based mainly on chromatographic methods, such as gas chromatography (GC),6 high-performance liquid chromatography (HPLC)7 and gel permeation chromatography (GPC)5,8 or spectroscopic methods such as nuclear magnetic resonance (NMR),9-11 near-infrared (NIR),12 Fourier transform infrared spectroscopy (FTIR)13 and FT-Raman spectroscopy.14,15 To determine the "n%" of Bn blends, spectroscopic techniques seem to be ideal since they are fast and easily adapted for routine process analysis. GC is less suitable for Bn quantitation due to the complexity of the chromatograms caused by the numerous components of conventional diesel fuel.16 HPLC has shown, however, to provide proper quantitation of Bn blends.17

  IR spectroscopy has also been applied to quantitate Bn blends using the area of the band corresponding to the carbonyl moiety at 1740 cm-1.18,19 IR may suffer, however, from interferences such as blends contaminated with vegetable oil or other impurities bearing carbonyl groups. NIR spectroscopy has also been applied for Bn quantitation, allowing the discrimination between biodiesel and vegetable oils by monitoring differences in the spectra of methyl esters and triacylglicerides (TAGs), the main compounds in vegetable oils.20 1H NMR spectroscopy also allows Bn quantitation since the signal for the methylenic and methynic hydrogen atoms (CH2 and CH) of the glycerol portion of the vegetable oils absorbs in different frequencies than those from the methoxy groups (O–CH3) of biodiesel molecules.20

  Mass spectrometry (MS) is a very promising technique for Bn quantitation and quality control due to its high chemical selectivity and high speed of analysis.21 Several complex mixtures, such as food products,22 vegetable oils,23 petrofuels24 and biodiesel25,26 have been successfully analyzed by direct MS approaches without pre-separation or derivatization steps. Furthermore, with the introduction of a diverse set of ambient desorption/ionization techniques,27 MS analysis can be more easily performed,28 with minimal requirements for sample handling and preparation. These ambient MS approaches enable the direct MS analysis of samples in their natural environment or matrices, or by the use of auxiliary surfaces. Easy ambient sonic-spray ionization (EASI)29 is one of such ambient techniques, and has been widely used for the analysis of different analytes and matrices, such as drug tablets,29 fabric softeners,30 natural products31 and fuels.32-34 EASI-MS is a spray-based desorption/ionization technique that requires only the assistance of compressed nitrogen or air.28 A simplified version of EASI was recently developed, Venturi EASI (V-EASI),35 which incorporates Venturi self-pumping, eliminating therefore the need for electrical pumping. V-EASI has been shown to handle both solid (Vs-EASI) and liquid (VL-EASI) samples.35

  Our group has shown in previous works36,37 that direct infusion ESI-MS in both positive and negative ion modes allows fast fingerprinting and quality control of biodiesels. In the negative ion mode, ESI(–)-MS provides profiles of the free fatty acids (FFA), which function as natural chemotaxonomic markers for the parent animal fat or vegetable oil. EASI(+)-MS has been also used to characterize and to control the quality of biodiesel via profiles of the fatty acid methyl esters (FAME).32,33 Augusti and co-workers38 have also provided evidence that direct ESI-MS can be used to quantify Bn blends. Eberlin and co-workers39 have also shown that EASI-MS is able, using an internal standard, to quantitate and monitor the quality of soybean biodiesel/petrodiesel (Bn) blends with results compared to those obtained by nuclear magnetic resonance (NMR) spectroscopy and mid-infrared (IR) spectroscopy. In this study, a comprehensive investigation and a comparison of the ability of ESI and VL-EASI techniques to provide accurate, simple and fast approaches to quantitate and to control the quality of Bn blends are described. These two direct ionization techniques were applied to sample solutions (no desorption was employed). 

   

  Experimental

  Chemical reagents and samples

  High-performance liquid chromatography (HPLC)-grade methanol was purchased from Merck SA (Rio de Janeiro, Brazil) and used without further purification. Commercial samples of diesel and soybean biodiesel were used. Bn blends were prepared by mixing biodiesel with diesel to define the levels of the blends in the following proportions: 1, 2, 5, 10, 20 and 50%. Blends of soybean biodiesel and soybean oil were also prepared in the 5 to 50% v/v range. A single blend was prepared adding 10% of soybean oil in petrodiesel. The experimental design of all sample preparation was performed in three replicates for each sample, which was diluted ten times in methanol before analysis.

  General experiment procedures

  ESI-MS spectra were obtained in the positive ion mode in a Q-ToF mass spectrometer (Micromass, Manchester, UK) equipped with a TriVersa NanoMate® (Advion BioSciences, Ithaca, NY, USA) robotic nanoflow ion source. Nanoelectrospray chips with the diameter of spraying nozzles of 4.1 mm were used. The ion source was controlled by a Chipsoft 8.3.1 software (Advion BioSciences, Ithaca, NY, USA). Ionization voltage was +1.4 kV and backpressure was set at 0.3 psi. Q-ToF major parameters were: cone voltage 35 V, extractor 4 V, source temperature 100 ºC and desolvation temperature 100 ºC.

  Aliquots of 100 µL of sample (diesel, soybean oil, biodiesel, and diesel/biodiesel, diesel/soybean oil and biodiesel/soybean oil blends) were transferred to a flask containing 900 µL of a methanol/toluene (1:1) and 0.1% formic acid solution. After shaking for 30 s using a vortex and 5 min of centrifugation, 100 µL of this solution were taken and diluted to 1 mL of total volume with methanol containing 0.1% of formic acid. The resulting solution was then directly infused using the TriVersa NanoMate® source. All the ESI(+)-MS data were analyzed by using the MassLynx 4.1 software (Waters, Manchester, UK). Mass spectra were accumulated over 60 s to generate final data ranging from m/z 100 to 1000. ESI(+)-MS data were analyzed and the analytical curves were plotted for the quantification of these blends.

  VL-EASI-MS experiments were performed in the positive ion mode using an ion trap mass spectrometer (HCT ETD II System from Bruker, Bremen, Germany) and a homemade VL-EASI ionization source described in details elsewhere.34 The sonic-spray ionization for VL-EASI was assisted by compressed N2 at ca. 10 bar and a flow of 3.5 L min-1. The VL-EASI source33 used a simple Swagelok T-element with appropriate ferrules and a 53 mm long stainless steel needle for the gas flow (i.d. = 400 µm and o.d. = 728 µm) and a fused-silica capillary (i.d. = 100 µm and o.d. = 125 µm) at the sonic-spray exit for the liquid flow. Pumping of the analyte or spray solution was caused by the Venturi effect at a flow rate of ca. 10-15 µL min-1. Mass spectra were acquired over the m/z 50-1000 range.

  Aliquots of 100 µL of sample (diesel, biodiesel, and biodiesel blends) were transferred to a flask containing 900 µL of a methanol and 0.1% formic acid solution. All the VL-EASI(+)-MS data were analyzed by using the Esquire Control 6.2 and Data Analysis software (Bruker, Bremen, Germany). Mass spectra were accumulated over 60 s to generate final data ranging from m/z 100-1000.

   

  Results and Discussion

  ESI(+)-MS of the pure soybean biodiesel (B100) and pure petrodiesel (B0) were found to be very distinct and characteristic, as shown in Figure 1. The mass spectrum of B100 (Figure 1a) shows the characteristic set of ions for FAME,32 in which the protonated FAME molecules from linoleic acid predominate, that is, the [FAME + H+] ion of m/z 295.26 (m/z 295.264 calculated for [C19H34O2 + H+]), with minor [FAME + H]+ ions from esters of oleic acid, m/z 297.29 (m/z 297.279 calculated for [C19H36O2 + H+]) and linolenic acid, m/z 293.27 (m/z 293.248 calculated for [C19H33O2 + H+]). Another set of ions of m/z 591 is due to [FAME–H–FAME]+ proton-bound dimers. The ESI(+) mass spectrum of petrodiesel (Figure 1b) also shows a very unique and rich profile of polar markers mainly comprised of a homologous series of N-polycyclic heteroaromatic compounds,40 that is, a homologous series of alkylpyridines.41

  
    

    [image: Figure 1. ESI(+)-MS]

  

  Figure 2 shows the ESI(+) mass spectra obtained for Bn blends. To assure the most accurate possible quantitation, a robotic nanoflow ion source with nanoelectrospray chip was employed. The B1, B2, B5, B10 and B20 blends are readily recognized mainly due to the detection and prominence of the characteristic FAME ions of m/z 295 and 589 (the protonated molecule from linoleic acid methyl ester and its proton bound dimer, respectively). Note that for B20, the FAME ions are predominant but the homologous series of marker ions for petrodiesel are still recognized. For blends higher than B20, however, the petrodiesel ions are drastically suppressed (spectra not shown), which result therefore in poor mass spectral distinction between these Bn.
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  Figure 3 shows the analytical curve for the B1-B20 blends using the abundance ratio for the m/z 272 ion (the most abundant for petrodiesel) and that of m/z 295 (the protonated molecule of the major FAME ion of soybean biodiesel). Note that the accurate quantitation (R2 =  0.993) is obtained in a direct and rapid fashion using the robotic nanochip ESI(+) source.
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  ESI(+)-MS was also tested in its ability to detect contamination of soybean biodiesel and petrodiesel with soybean oil, for adulteration and quality control purposes. Figure 4 shows, for instance, the ESI(+)-MS of 10% of soybean oil in biodiesel, and 10% of soybean oil in petrodiesel. According to the literature,42 the most dominant TAG fatty acid moieties in edible oils are from palmitic (P, 16:0), stearic (S, 18:0), oleic (O, 18:1), linoleic (L, 18:2) and linolenic acids (Ln, 18:3). In both cases, the characteristic soybean oil TAG ions in their [TAG + Na]+ forms: PLL (m/z 855), PLO (m/z 857), POO (m/z 859), LLLn (m/z 877), LLL (m/z 879), LLO (m/z 881), OOL (m/z 883), and OOO (m/z 885)32 were promptly detected, despite their lower ionization efficiencies when compared to the FAME molecules. A limit of detection of ca. 5% v/v for both admixtures was achieved. Note that the most abundant ion detected for the TAG components was that of LLL (m/z 879), followed by PLL (m/z 855).
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  An analytical curve for the addition of soybean oil in soybean biodiesel was also constructed (Figure 5). For this curve, the ratio of the total abundances of the two most abundant ions for the soybean oil (m/z 879) and soybean biodiesel (m/z 295) was plotted to minimize fluctuations in abundances that could occur due to instrument variability. Note that the use of the ion ratio and a robotic nanochip ESI(+)-MS source provides a quite good correlation of ca. R2 = 0.993 in the range of 5-50% v/v.
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  The VL-EASI source in the liquid mode also applicable to sample solutions was also tested for Bn analysis and quantitation. Figure 6 shows a scheme of the fully direct VL-EASI analysis whereas Figure 7 shows representative VL-EASI spectra for petrodiesel (B0), soybean biodiesel (B100) and a typical B10 blend. Note in Figure 6 the simplicity of the VL-EASI setup, which uses simple laboratory parts and requires no electrical pumping, no voltages or heating, and demands only the assistance of compressed nitrogen (or a can of compressed air).35
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  As for ESI(+)-MS, VL-EASI(+)-MS also provides proper quantitation of Bn blends in the 1-20% range with quite similar figures of merits. An analytical curve was constructed for VL-EASI(+)-MS (not shown), and as expected for a less stable source (as compared to the robotic nanochip Nanomate source), less accurate quantitation was noted (R2 = 0.980). The accuracy of VL-EASI, however, is still acceptable, especially when considering its extremely low cost and high simplicity.

   

  Conclusions

  Both the widely used and commercially available ESI(+) technique using a robotic nanochip source and the non-commercial VL(+)-EASI technique using a source that can be easily mounted using common laboratory parts and that requires no use of high voltages have been found to offer interesting alternatives for the quantitation and quality control of Bn blends in the B1-B20 range. If an internal standard is used, as demonstrated recently for the EASI technique,39 an even more direct desorption/ionization approach can be employed for proper quantitation and quality control. Screening and characterization of contamination or adulteration with vegetable oils are also feasible. Since no pre-separation or derivatization steps are required, these techniques offer therefore fast methods for Bn quantitation and sample characterization at the molecular level. For improved accuracy, a robotic nanochip ESI(+) source could be employed. These techniques also provide comprehensive snapshots of the molecular composition, hence detection of other impurities as well as the detection and typification of vegetable oils present in illegal admixtures are feasible.
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    Uma série de treze derivados triazólicos contendo grupos benzila-halogenados foi sintetizada utilizando-se como etapa chave a cicloadição azida-alcino catalisada por Cu(I) (CuAAC), transformação comumente descrita como reação click. A atividade biológica destes compostos foi avaliada, e verificou-se que estes compostos interferem na germinação e no crescimento radicular (brotos e raízes) das espécies Allium cepa (cebola), modelo de monocotiledônea, e Cucumis sativus (pepino) e Lactuca sativa (alface), modelos de dicotiledôneas. Os compostos apresentaram atividade predominantemente inibitória com relação às espécies avaliadas principalmente na concentração de 10-4 mol L-1, sendo que alguns deles foram tão ativos quanto o 2,4-D (ácido 2,4-diclorofenoxiacético), o controle positivo.

  

   

  
    Thirteen triazole derivatives bearing halogenated benzyl substituents were synthesized using the Cu-catalyzed azide-alkyne cycloaddition (CuAAC), a leading example of the click chemistry approach, as the key step. The biological activity of the compounds was evaluated, and it was found that these compounds interfere with the germination and radicle growth (shoots and roots) of two dicotyledonous species, Lactuca sativa and Cucumis sativus, and one monocotyledonous species, Allium cepa. The compounds showed predominantly inhibitory activity related to the evaluated species mainly at the concentration of 10-4 mol L-1. Some of them presented inhibitory activity comparable to 2,4-D (2,4-dichlorophenoxyacetic acid), used as positive control.

    Keywords: herbicides, 1,2,3-triazoles, click chemistry, phytotoxicity

  

   

   

  Introduction

  Weeds can be defined in several ways, for example, as plants that grow where humans do not wish them to be. Vegetable species that grow in the wrong place, in the wrong quantity or at the wrong time can also be considered weeds. Another definition of a weed is a species whose utility has not been identified.1-4 More often than not, weeds interfere with human activities such as agriculture. Weeds compete with crops for nutrients, water and physical space, and may harbor insect and disease pests. Thus, weeds are capable of greatly reducing both crop quality and yield, and therefore, weed control is highly desirable.5,6

  Although there are several ways to weed, the use of chemicals (known as herbicides or weed killers) is currently the most cost efficient and reliable weed control method utilized by farmers.1-3 Currently, there are several active compounds available to control weeds, but it is still necessary to identify new herbicides to overcome weed resistance problems resulting from pressure of selection.7-10 In addition, due to the public's concerns about the environment, modern herbicides should have a favorable combination of properties, such as a high level of herbicidal activity, a low application rate, crop tolerance and low toxicity to mammals.

  In the search and development for new herbicides as well as other agrochemicals and pharmaceuticals, heterocyclic compounds play an important role. The heterocyclic core is frequently part of the pharmacophore responsible for the observed biological activity.11,12 The heterocyclic portion of a compound can have beneficial effects in terms of its physicochemical properties, conferring lipophilicity and solubility values in the optimal range for uptake and bioavailability. Moreover, heterocycles are ideal bioisosteres of other homocyclic rings, heterocyclic rings and several different functional groups. In many cases, this bioisosterism can result in compounds with improved biological efficacy.12-14 Nitrogen-containing heterocycles are representatives of this class of organic compounds that stand out due to their abundance in nature and great significance in biochemistry. These structural subunits exist in many natural compounds such as vitamins, hormones, antibiotics and alkaloids, in addition to being found in pharmaceuticals, herbicides, dyes and many other compounds.14 Triazoles are one of the most studied classes of nitrogen heterocycles. Triazole derivatives have a wide range of applications and are used as explosives, drugs and agrochemicals. The 1,2,4-triazole core has been found to be an integral part of therapeutically interesting compounds that display significant antibacterial, central nervous system (CNS) stimulative, sedative, antifungal and antitumor activities.14 It is also worth to mention that all triazole derivatives are synthetic.15

  Another class of organic compounds widely employed as pesticides is the halogen-containing heterocycles. These compounds are generally more polar than their homocyclic analogs and possess lower n-octanol-water partition coefficients. Consequently, halogen-containing heterocycles are often more environmentally mobile. In addition to their use as pesticides, halogen-containing heterocycles have also been used as pharmaceuticals, dyes and explosives.

  The past 30 years have witnessed a period of significant expansion in the research and development of halogenated compounds to be used as agrochemicals.16-18 The primary advantages of using these compounds are their economic viability and high efficacy. This high efficacy makes these compounds environmentally safe and user friendly because they are used at very low concentrations. Interestingly, there has been an increase in the number of commercial products containing mixed-halogen compounds. The extrapolation of the current trend indicates that an increase in the number of fluorine-substituted agrochemicals throughout the twenty-first century is to be expected. QSAR (quantitative structure-activity relationship) studies have shown that fluorinated benzyl moieties with fragments such as CHF2O- or CF3O- are very active; therefore, the synthesis of compounds containing these fragments is a primary goal of modern agrochemistry.19

  Because of the importance of heterocycles and halogens in the development of new agrochemicals and as well as our interest in the chemistry of triazoles20-23 and in the preparation of bioactive compounds that can be used as new active ingredients to control weeds,24-27 our group synthesized novel 1,2,3-triazoles bearing halogenated benzyl moieties, and then, evaluated their phytotoxic activities.

   

  Experimental

  Materials and methods

  All of the solvents used were purified by distillation. Commercially available benzyl alcohol, 4-fluorobenzyl alcohol, 4-chlorobenzyl alcohol, 4-bromobenzyl alcohol, 4-iodobenzyl alcohol, 3,4-difluorobenzyl alcohol, 4-(trifluoromethyl)benzyl alcohol, 4-(trifluoromethoxy)benzyl alcohol, 5-bromo-2-chlorobenzyl alcohol, 2,4,6-trichlorobenzyl alcohol, pent-4-yn-1-ol, 
    prop-2-yn-1-ol, triethylamine, methanesulfonyl chloride, sodium ascorbate, sodium azide and copper(II) sulfate were purchased from Aldrich (USA) and utilized without further purification. The 1H and 13C nuclear magnetic resonance (NMR) spectra were recorded on a Bruker Avance DPX 200 spectrometer at 200 MHz using CDCl3 as the solvent and TMS (tetramethylsilane) as the internal standard, unless otherwise stated. The NMR data are presented as follows: chemical shift, d in ppm, multiplicity, number of protons, proton assignments and J in Hz. Multiplicities are indicated by the following abbreviations: s (singlet), d (doublet), dd (double doublet), t (triplet), m (multiplet), qn (quintet) and brs (broad signal). Mass spectra were recorded on a Shimadzu GC MS-QP5050A instrument using direct insertion along with the electrospray ionization method and a quadrupole analyzer. Infrared spectra were recorded on a Spectra One Perkin-Elmer spectrophotometer, fitted with a Paragon ATR accessory. Melting points were determined using an MQAPF-301 melting point apparatus (Microquimica, Brazil) and are uncorrected. The progress of the reactions was monitored by thin layer chromatography (TLC). Column chromatography was performed over silica gel (60-230 mesh).

  Synthesis

  4-Fluorobenzyl methanesulfonate (2b)

  To a 50 mL round bottom flask, 4-fluorobenzyl alcohol (126 mg, 1 mmol), dichloromethane (5 mL) and triethylamine (280 mL, 2.0 mmol) were added, and the mixture was cooled to -50 ºC. Subsequently, methanesulfonyl chloride (120 mL, 1.4 mmol) was added to the flask, and the mixture was stirred vigorously. The reaction was complete after 30 min. After completion, the organic layer was washed with 1% aqueous HCl (15 mL) followed by saturated aqueous NaHCO3 (5 mL), dried over Na2SO4, and concentrated under reduced pressure. This procedure afforded compound 2b in a 95% yield (193 mg, 0.95 mmol).

  Sulfonates 2a, 2c-2j (Figure 1) and 6 (Figure 2) were synthesized in yields ranging from 77 to 100% using a procedure similar to that described for compound 2b. The spectroscopic data for these compounds are available in the Supplementary Information (SI) section.
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1-(Azidomethyl)-4-fluorobenzene (3b)

Mesylated compound 2b (157 mg, 0.77 mmol) was added to a 50 mL round bottom flask containing 5 mL of DMSO (dimethyl sulfoxide) and 200 mg (3.1 mmol) of sodium azide. The reaction mixture was stirred at room temperature for 15 h. After this period of time, 15 mL of dichloromethane were added to the flask. The resulting organic layer was washed with 15 mL of saturated aqueous NaCl solution. After separation, the organic layer was dried over Na2SO4, filtered and concentrated under reduced pressure to afford compound 3b in a 91% yield (106 mg).

Azides 3a, 3c-3j (Figure 1) and 7 (Figure 2) were synthesized in yields ranging from 72 to 99% using a procedure similar to that described for compound 3b. The spectroscopic data of the azides are available in the SI section.

3-[1'-(4''-Fluorobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4b)

A total of 93 mg (0.62 mmol) of the azide derivative 3b was added to a 10 mL round bottom flask containing 1 mL of dichloromethane, 1 mL of water, 30.7 mg (0.12 mmol, 20 mol%) of CuSO4.5H2O, 48.8 mg (0.24 mmol, 40 mol%) of sodium ascorbate and 55 mL of pent-4-yn-1-ol. The resulting reaction mixture was vigorously stirred at room temperature for 24 h. Subsequently, the mixture was extracted with 15 mL of CH2Cl2, and the resulting material obtained after solvent removal was purified by silica gel column chromatography. The product was eluted with 100 mL of dichloromethane, 100 mL of dichloromethane/ethyl acetate (1:1 v/v), 100 mL of ethyl acetate and 100 mL of ethyl acetate/methanol (9:1 v/v). The procedure described afforded compound 4b with a 71% yield (103 mg, 0.44 mmol).

Compounds 4a, 4c-4j (yield ranging from 44 to 90%), 5a (87% yield), 5b (49% yield) and 8 (87% yield) were prepared from the corresponding azides using a procedure similar to that described for compound 4b. The compounds were purified by column chromatography using a typical eluotropic sequence (dichloromethane, ethyl acetate and methanol), and the yields are presented in Figures 1 and 2. The structures of the triazoles are supported by the spectroscopic and spectrometric data available in the SI section.

Biological assays

The evaluation of the phytotoxic activities of compounds 4a-4j, 5a, 5b and 8 was performed using an adaptation of the methodology described by Macías et al.28 The bioassays used Petri dishes (90 mm diameter) with one sheet of Whatman No. 1 filter paper as a substrate. The target species were Allium cepa (onion) as the model monocotyledonous plant and Lactuca sativa (lettuce) and Cucumis sativus (cucumber) as the dicotyledonous species. The plants were germinated and grown in aqueous solutions. The compounds to be assayed were dissolved in DMSO at different concentrations, and these solutions were diluted with distilled water, so that, the desired test concentrations (10-4, 10-6 and 10-8 mol L-1) were obtained. This procedure facilitated the dissolution of the assayed compounds. Twenty five commercial seeds of each target species were placed in each Petri dish. The appropriate treatment, or the negative control (aqueous solution containing DMSO but no test compound), was added (10 mL) to each Petri dish. Three replicates were used for each target species. After the addition of the seeds and the aqueous solutions (10 mL), the Petri dishes were sealed with parafilm to create closed-system models. The seeds were incubated at 25 ºC in a controlled environment growth chamber in the absence of light. The bioassays lasted 5 days for the dicot model species and 7 days for the monocot model species (onion). After the growth period, the plants were frozen at -10 ºC for 24 h to prevent growth during the measurement process. This process facilitated the handling of the plants and allowed the more accurate measurement of radicle elongation. The shoot and root lengths of each radicle were measured manually to the nearest millimeter, using a ruler. The germination rate was obtained by the direct counting of the number of seeds that germinated, but not necessarily developed. Seeds were considered to have germinated if a radicle protruded at least 1 mm. All treatments were replicated three times in a completely randomized design. The percent inhibition or stimulation of radicle growth (root and shoot) was calculated in relation to the radicle growth of the negative control using the following equation:


  [image: Equação 1.]



where S corresponds to the average value of germination or the radicle (root and shoot) length and C corresponds to the average growth of the negative control. When using this equation, stimulatory effects correspond to values above the graphic base line, and inhibitory effects correspond to values below this line (Figures 3-6). Errors were estimated using the derivative method. L. sativa,  C. sativus and A. cepa seeds (TOPSEED brand) were purchased from Agristar do Brasil, Petropólis city, Rio de Janeiro State, Brazil. The commercial herbicide 2,4-D (2,4-dichlorophenoxyacetic acid) was used as positive control.
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Cluster analysis

The cluster analysis was performed using Statistica® software (version 5.0), and the clusters were generated on the basis of the activity parameters for the three concentrations. Data were statistically analyzed using Welch's test, with significance set at 0.01 and 0.05. Results are expressed as percentage differences to control. Zero represents control, positive values represent stimulation of the studied parameter, and negative values represent inhibition. Once the germination and growth data were acquired, cluster analysis was used to group compounds with similar phytotoxicity behaviors and associate them with their molecular structure. Complete linkage was used as an amalgamation rule and the distance measurement was based on squared euclidean distances, given by the equation below:


  [image: Equação 2.]



where d(x, y) is the squared euclidean distance (i-dimensional), i represents the number of variables, and x and y the observed values. Regression analyses were performed using the Microsoft Excel 2010 (Microsoft Corporation, USA) and Graph Pad Prism® (version 4).29

 

Results and Discussion

Synthesis of triazole derivatives

The compounds 4a-4j were prepared in three steps as outlined in Figure 1.

Commercially available benzylic alcohols were initially converted into their corresponding mesylates 2a-2j by the straightforward reaction with methanesulfonyl chloride.30 Nucleophilic substitution reactions between sodium azide and the mesylates yielded azides 3a-3j.31 Cu-catalyzed azide-alkyne cycloaddition (CuAAC), a leading example of the click chemistry approach,32 between compounds 3a-3j and pent-4-yn-1-ol afforded the chemicals 4a-4j in yields ranging from 44 to 90% (Figure 1). The click reaction is a very reliable method to prepare 1,2,3-triazoles. The conditions of the click reactions used to prepare 4a-4j were similar to those reported by Iehl et al.,33 who have shown that the reaction time should be approximately 2 h. However, in the present study, the product formation was not observed within less than 20 h. The best results were observed for a period of 24 h at room temperature. It is necessary caution when manipulating any kind of azide, organic and inorganic, due to the risk of explosion caused by mechanic shock, electrical spark as well as heating.34,35

A second set of compounds, 5a, 5b and 8, was prepared as depicted in Figure 2.

Chemicals 5a and 5b were obtained, respectively, from azides 3a and 3d and were synthesized to evaluate the influence of shortening the triazole side chain on the compound biological activity (compound 5a compared with 4a and compound 5b compared with 4d). The aim of the preparation of triazole 8 was to evaluate the impact of the presence of two triazole rings on the phytotoxic activity (vide infra).

Evaluation of the phytotoxic activity of triazoles

The strategies employed for the discovery of new chemicals to control weeds (and other agrochemicals) are similar to those used for the discovery of bioactive compounds in the pharmaceutical industry and involve the assessment of the activity of extracts and pure compounds in a given biological system.36 Preliminary laboratory bioassays need to be fast, economical and relevant to the system in question, in addition to being useful to establish the potential activity of a pure compound or an extract. Bioassays should also be followed by studies in greenhouses and fields to determine whether the initial observations are reproducible on a larger scale.37,38 The most widely used bioassay to evaluate the phytotoxicity of a synthesized compound is one that monitors the germination and growth of plants (root and shoot) of given species such as Lactuca sativa (lettuce), Raphanus sativus L. (radish), Lepidium sativum (cress), Cucumis sativus (cucumber) and Allium cepa (onion), among other species, primarily due to their high sensitivity and fast germination rates. Weeds, which would be the ideal candidates for this initial assessment to identify potential herbicides, are used for testing only after activity is observed against the species mentioned above. This is because weeds generally have low germination rates.31,39

The effects of 1,2,3-triazoles 4a-4j, 5a, 5b and 8 on the germination and radicle growth (shoot and root) of the species Lactuca sativa (lettuce), Cucumis sativus (cucumber) and Allium cepa (onion) were evaluated at three different concentrations (10-4, 10-6 and 10-8 mol L-1) and the results are shown in Figures 3-6.

With respect to germination (Figure 3), the most pronounced effects were observed on L. sativa. Compounds 4b-4f, 4j, 5b and 8 significantly inhibited the germination relative to the negative control. At 10-4 mol L-1, triazoles 4d, 4e, 4f, 4j and 8 exhibited inhibitory activities greater than 90%. Regarding A. cepa, compound 4f was the most efficient in inhibiting germination (ca. -80% at 10-4 and 10-6 mol L-1). Some compounds were more effective inhibiting the germination than the positive control (2,4-D), especially on lettuce and onion.

For C. sativus, fluorinated 4f strongly inhibited the germination at the highest concentration (-85%). The germination of C. sativus was also strongly inhibited by 4b at 10-6 and 10-8 mol L-1, and 8 at 10-4 mol L-1 (Figure 3).

The effects of compounds 4a-4j, 5a, 5b and 8 on the radicle growth (shoot and root) of the evaluated species are presented in Figures 4-6. As general trend, the triazole derivatives had inhibitory effects on the tested species. In addition, the halogenated compounds had, in general, superior effects relative to those of their non-halogenated counterparts (compounds 4a and 5a), demonstrating the beneficial effects of the presence of halogen atoms on the biological activity of the evaluated compounds.

The growth of the shoots and roots of L. sativa was strongly inhibited (higher than 60%) by the majority of the test compounds at a concentration of 10-4 mol L-1, as shown in Figure 4. Exceptions to this generalization were the derivatives 4a, 4g and 5a, which can be considered inactive against this species. Interestingly, although the derivative 4f, which contains a trifluoromethoxyphenyl group, inhibited the radicle growth of L. sativa by 100% at the highest concentration and retained this effect at 10-6 mol L-1, the derivative 4g, which contains a trifluoromethylphenyl group, was almost inactive. Only compound 4f was as phytotoxic as the positive control, 2,4-D at the concentration of 10-4 and 10-6 mol L-1.

The effects of the triazole derivatives on A. cepa are outlined in Figure 5. The growth of the shoots and roots of this monocotyledonous species was strongly inhibited by compounds 4b-4f and 8 at 10-4 mol L-1, with compound 8 being the most potent (-89%). With the exception of compounds 4a, 5a and 5b, all of the synthesized compounds presented superior phytotoxic effects in the development of the onion root and shoot than the positive control, 2,4-D. This is not a surprisingly result since this commercial agrochemical is used as a selective herbicide controlling dicot species and preserving monocot ones.

The effects of compounds 4a-4j, 5a, 5b and 8 on C. sativus were also evaluated (Figure 6). In this experiment, the most phytotoxic compound was the triazole 4b, which caused almost 90% inhibition of the shoot development and 84% inhibition of the root development at a concentration of 10-6 mol L-1. None of the synthesized compound was as phytotoxic as the positive control on the cucumber root and shoot development.

According to Macías et al.,28,29 the compounds tested in standard bioassays tend to have inhibitory effect only at the highest concentrations; at lower concentrations, their inhibitory effect usually decreases and may sometimes reach a stimulatory effect. This growth stimulation at lower concentrations was observed for compounds 4d, 4e, 4h, 4j, 5a and 8, on the lettuce (Figure 4); for compounds 4b, 4c, 4i, 5a and 5b, on the onion (Figure 5); and 4g, 4h, 5a and 5b, against cucumber (Figure 6).

Cluster analysis

To obtain a better understanding of the relationship between biological activity and the structural features of the evaluated compounds, cluster analysis was performed on the basis of biological activity values (root and shoot growth) for all of the concentrations tested (Figure 7).
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Based on activity, the assayed compounds can be divided into three groups (G1, G2 and G3). The composition of each group was as follows: G1 is composed of chemicals with low activity, 4a, 5a and 4g; G2 contains compounds 4h, 4i, and 5b; and G3 contains compounds 4b-4f, 4j and 8.

The compounds belonging to G1 do not possess a halogen directly attached to the benzyl ring. The compounds in G2 contain triazoles with two halogen atoms attached to the aromatic ring and one triazole with a shorter aliphatic side chain (5b). With the exception of 4f, the compounds in G3 are derivatives containing one halogen attached to position 4", or to position 4'''', in case of 8 (see Figures 1 and 2 for numbering), with compound 4b, which has a fluorine substituent, being the most potent among all of the synthesized triazoles. Compound 8, which has a bromine attached to position 4'''', was found to be one of the most active compounds. This result points to the fact that the presence of a second triazole ring possibly has a favorable impact in terms of biological activity. Further studies will be carried out to prove such hypothesis.

 

Conclusions

In summary, thirteen 1,2,3-triazoles were synthesized, purified and fully characterized. The conditions employed were satisfactory, and thus, the formation of side products was not observed. The phytotoxicity of these compounds was investigated against two dicotyledonous species, Lactuca sativa and Cucumis sativus, and one monocotyledonous species, Allium cepa. The products exhibited predominantly inhibitory activity on the target species, and they were more selective for the dicotyledonous species, in particular for lettuce. Some of them were more phytotoxic than the positive control (2,4-D), especially on lettuce and onion. The comparison of the activities of products 4b-4j with the activities of compound 4a, which was synthesized to evaluate the influence of the absence of a halogen substituent on phytotoxic activity, revealed that the halogenated products were much more active. The same relationship was observed when comparing the phytotoxicity of derivatives 5a and 5b. These products were synthesized to evaluate the influence of shortening the chain length on phytotoxic activity. Again, it was confirmed that the presence of a halogen substituent on product 5b was necessary for appreciable phytotoxic activity. It was also noted an appreciable similarity between the phytotoxic activities of compounds 4b and 5b, and thus, confirming that the length of the triazole side chain does not have an important effect on phytotoxic activity.

The most significant results were observed for the fluorinated derivatives (4b and 4f), and the chlorinated derivatives (4c and 4j), and at some concentrations, these compounds inhibited lettuce germination by up to 100%. These compounds also inhibited the growth of shoots and roots by approximately 60% for all target species at a concentration of 10-4 mol L-1.

Considering these results, these compounds seem worthy of further investigation and could be exploited for the design of new ones endowed with herbicidal activity. Synthetic efforts are under way in our laboratories to prepare and biologically evaluate new derivatives. The results will be submitted soon.
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A list of all spectroscopic data is available free of charge at http://jbcs.sbq.org.br as a PDF file.
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  Supplementary Information

  Benzyl methanesulfonate (2a)

  Colorless liquid; yield 100%; IR (ATR) ν/cm -1 3064, 3031, 2866, 1496, 1454, 1357, 1172, 1071, 1025, 967, 934, 912, 734; 1H NMR (200 MHz, CDCl3) δ 2.85 (s, 3H, –CH3), 5.17 (s, 2H, benzylic), 7.03-7.38 (m, 5H, H2/H3/H4/H5/H6); 13C NMR (50 MHz, CDCl3) δ 37.6 (–CH3), 71.5 (benzylic), 128.5 (C4), 128.6 (C2/C6), 129.00 (C3/C5), 133.3 (C1).

  4-Fluorobenzyl methanesulfonate (2b)

  Colorless liquid; yield 95%; IR (ATR) ν/cm-1 3017, 2931, 2855, 1508, 1156, 1061, 1043, 1010, 824, 779; 1H NMR (200 MHz, CDCl3) δ 2.88 (s, 3H, –CH3), 5.11 (s, 2H, benzylic), 6.05-7.03 (m, 2H, H3/H5), 7.28-7.36 (m, 2H, H2/H6); 13C NMR (50 MHz, CDCl3) δ 37.6 (–CH3), 70.8 (benzylic), 115.6 (d, J 21.7 Hz, C3/C5), 129.4 (d, J 2.9 Hz, C1), 130.8 (d, J 8.5 Hz, C2/C6), 162.9 (d, J 246.4 Hz, C4).

  4-Chlorobenzyl methanesulfonate (2c)

  Yellow solid; m.p. 124 ºC; yield 91%; IR (ATR) ν/cm-1 1488, 1340, 1087, 1009, 805, 782; 1H NMR (200 MHz, CDCl3) δ 2.94 (s, 3H, –CH3), 5.17 (s, 2H, benzylic), 7.33 (m, 4H, H2/H3/H5/H6); 13C NMR (50 MHz, CDCl3) δ 37.9 (–CH3), 70.6 (benzylic), 128.9 (C3/C5), 130.0 (C2/C6), 132.0 (C1), 135.0 (C4).

  4-Bromobenzyl methanesulfonate (2d)

  White solid; m.p. 153 ºC; yield 99%; IR (ATR) ν/cm -1 2838, 1485, 1342, 1122, 1067, 1033, 960, 793; 1H NMR (200 MHz, CDCl3) δ 2.95 (s, 3H, –CH3), 5.17 (s, 2H, benzylic), 7.28 (d, 2H, J 8.4 Hz, H2/H6), 7.51 (d, 2H, J 8.4 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 38.2 (–CH3), 70.6 (benzylic), 123.5 (C4), 130.4 (C2/C6), 132.0 (C3/C5), 132.6 (C1).

  4-Iodobenzyl methanesulfonate (2e)

  Yellow solid; m.p. 181 ºC; yield 90%; IR (ATR) ν/cm -1 3039, 3018, 2941, 1485, 1402, 1333, 1167, 1057, 1009, 994, 950, 801, 753; 1H NMR (200 MHz, CDCl3) δ 2.94 (s, 3H, –CH3), 5.14 (s, 2H, benzylic), 7.13 (d, 2H, J 8.0 Hz, H2/H6), 7.70 (d, 2H, J 8.0 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 38.2 (–CH3), 70.6 (benzylic), 95.4 (C4), 130.5 (C2/C6), 133.1 (C1), 137.2 (C3/C5).

  4-(Trifluoromethoxy)benzyl methanesulfonate (2f)

  Colorless liquid; yield 100%; IR (ATR) ν/cm -1 2863, 1509, 1361, 1151, 1251, 1196, 1213, 1107, 1018, 961, 920, 813, 711; 1H NMR (200 MHz, CDCl3) δ 2.94 (s, 3H, –CH3), 5.19 (s, 2H, benzylic), 7.20 (d, 2H, J 8.0 Hz, H3/H5), 7.42 (d, 2H, J 8.0 Hz, H2/H6); 13C NMR (50 MHz, CDCl3) δ 37.9 (–CH3), 70.4 (benzylic), 120.4 (q, J 256 Hz, –CF3), 121.2 (C3/C5), 130.4 (C2/C6), 132.4 (C1), 149.7 (C4).

  4-(Trifluoromethyl)benzyl methanesulfonate (2g)

  Colorless liquid; yield 77%; IR (ATR) ν/cm-1 3039, 3018, 2941, 1333, 1109, 1020, 922, 801, 753; 1H NMR (200 MHz, CDCl3) δ 2.97 (s, 3H, –CH3), 5.23 (s, 2H, benzylic), 7.47 (d, 2H, J 8.2 Hz, H2/H6), 7.57 (d, 2H, J 8.2 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 37.4 (–CH3), 70.2 (benzylic), 123.9 (q, J 270 Hz, –CF3), 125.2 (C3/C5), 128.7 (C2/C6), 131.3 (q, J 17 Hz, C4), 137.8 (C1).

  3,4-(Difluoro)benzyl methanesulfonate (2h)

  Yellow liquid; yield 93%; IR (ATR) ν/cm-1 3029, 2943, 1520, 1438, 1350, 1170, 1213, 1118, 1055, 952, 926, 812, 779, 735; 1H NMR (200 MHz, CDCl3) δ 2.95 (s, 3H, –CH3), 5.10 (s, 2H, benzylic), 7.07-7.23 (m, 2H, H2/H5/H6); 13C NMR (50 MHz, CDCl3) δ 37.6 (–CH3), 70.0 (benzylic), 117.1-118.0 (m, C2/C5), 124.9-125.1 (m, C6), 130.7-130.9 (m, C1), 150.0 (dd, J 15 Hz, 250 Hz, C4), 150.4 (dd, J 15 Hz, 250 Hz, C3).

  5-Bromo-2-chlorobenzyl methanesulfonate (2i)

  Yellow solid; m.p. 207 ºC; yield 98%; IR (ATR) ν/cm-1 2849, 1447, 1398, 1346, 1169, 1043, 972, 806, 761; 1H NMR (200 MHz, CDCl3) δ 3.03 (s, 3H, –CH3), 5.18 (s, 2H, benzylic), 7.17 (d, 1H, J 8.0 Hz, H3), 7.34 (d, 1H, J 8.0 Hz, H4), 7.53 (s, 1H, H6); 13C NMR (50 MHz, CDCl3) δ 37.5 (–CH3), 67.5 (benzylic), 120.4 (C5), 130.9 (C4), 132.2 (C2), 132.6 (C3), 133.1 (C6), 133.3 (C1).

  2,4,6-Trichlorobenzyl methanesulfonate (2j)

  Yellow solid; m.p. 242 ºC; yield 99%; IR (ATR) ν/cm-1 1484, 1447, 1346, 1305, 1044, 858; 1H NMR (200 MHz, CDCl3) δ 3.03 (s, 3H, –CH3), 5.32 (s, 2H, benzylic), 7.26 (s, 2H, H3/H5); 13C NMR (50 MHz, CDCl3) δ 37.3 (–CH3), 65.3 (benzylic), 127.3 (C1), 128.5 (C3/C5), 136.5 (C4), 137.5 (C2/C6).

  3-[1'-(4''-Bromobenzyl)-1',2',3'-triazol-4'-yl]propyl methanesulfonate (6)

  White solid; 231 ºC; yield 94%; IR (ATR) ν/cm-1 3123, 2942, 1489, 1409, 1336, 1069, 1041, 773; 1H NMR (200 MHz, CDCl3) δ 1.89 (t, 2H, J 5.8 Hz, H3), 2.95 (s, 3H, –CH3), 3.65 (qn, 2H, J 5.8 Hz, H2), 4.14 (t, 2H, J 5.8 Hz, H1), 5.35 (s, 2H, benzylic), 7.04 (d, 2H, J 7.8 Hz, H2''/H6''), 7.35 (d, 2H, J 7.8 Hz, H3''/H5''), 7.39 (s, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 21.9 (C3), 28.3 (C2), 37.0 (–CH3), 53.1 (benzylic), 69.1 (C1), 121.6 (C5'), 122.4 (C4''), 129.6 (C2''/C6''), 131.9 (C3''/C5''), 133.8 (C1''), 146.2 (C4').

  1-(Azidomethyl)benzene (3a)

  Colorless liquid; yield 85%; IR (ATR) ν/cm-1 2925, 2872, 2092, 1588, 1484, 1059, 1006, 786; 1H NMR (200 MHz, CDCl3) δ 4.26 (s, 2H, benzylic), 7.09-7.26 (m, 5H, H2/H3/H4/H5/H6); 13C NMR (50 MHz, CDCl3) δ 54.8 (benzylic), 128.4 (C4), 128.3 (C3/C5), 128.9 (C2/C6), 135.5 (C1).

  1-(Azidomethyl)-4-fluorobenzene (3b)

  Colorless liquid; yield 91%; IR (ATR) ν/cm-1 2931, 2880, 2093, 1601, 1508, 1221; 1H NMR (200 MHz, CDCl3) δ 4.30 (s, 2H, benzylic), 7.09-7.30 (m, 4H, H2/H3/H5/H6); 13C NMR (50 MHz, CDCl3) δ 53.9 (benzylic), 115.6 (d, J 21.5 Hz, C3/C5), 130.0 (d, J 8.2 Hz, C2/C6), 131.4 (d, J 2.5 Hz, C1), 162.6 (d, J 245.0 Hz, C4).

  1-(Azidomethyl)-4-chlorobenzene (3c)

  Yellow liquid; yield 93%; IR (ATR) ν/cm-1 2930, 2877, 2092, 1491, 1090, 838, 796; 1H NMR (200 MHz, CDCl3) δ 4.30 (s, 2H, benzylic), 7.24 (d, 2H, J 7.5 Hz, H2/H6), 7.36 (d, 2H, J 7.5 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 53.9 (benzylic), 128.9 (C3/C5), 129.4 (C2/C6), 134.0 (C1), 134.1 (C4).

  1-(Azidomethyl)-4-bromobenzene (3d)

  Yellow liquid; yield 96%; IR (ATR) ν/cm-1 3046, 2929, 2875, 2091, 1592, 1488, 1070, 1011, 834, 791; 1H NMR (200 MHz, CDCl3) δ 4.30 (s, 2H, benzylic), 7.18 (d, 2H, J 8.4 Hz, H2/H6), 7.51 (d, 2H, J 8.4 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 53.9 (benzylic), 122.2 (C4), 129.7 (C2/C6), 131.9 (C3/C5), 134.4 (C1).

  1-(Azidomethyl)-4-iodobenzene (3e)

  Yellow liquid; yield 85%; IR (ATR) ν/cm-1 ν/cm-1 3026, 2931, 2912, 2857, 2120, 1585, 1481, 1058, 1007, 830, 796; 1H NMR (200 MHz, CDCl3) δ 4.29 (s, 2H, benzylic), 7.06 (d, 2H, J 8.2 Hz, H2/H6), 7.71 (d, 2H, J 8.2 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 54.2 (benzylic), 94.1 (C4), 130.0 (C2/C6), 135.1 (C1), 137.9 (C3/C5).

  1-(Azidomethyl)-4-(trifluoromethoxy)benzene (3f)

  Yellow liquid; yield 99%; IR (ATR) ν/cm-1 2098, 1509, 1251, 1195, 1213, 1153, 1107, 1018, 1107, 1019, 847, 777; 1H NMR (200 MHz, CDCl3) δ 4.36 (s, 2H, benzylic), 7.25 (d, 2H, J 8.4 Hz, H3/H5), 7.36 (d, 2H, J 8.4 Hz, H2/H6); 13C NMR (50 MHz, CDCl3) δ 54.0 (benzylic), 120.7 (q, J 256 Hz, –CF3), 121.4 (C3/C5), 129.7 (C2/C6), 134.4 (C1), 149.2 (C4).

  1-(Azidomethyl)-4-(trifluoromethyl)benzene (3g)

  Colorless liquid; yield 81%; IR (ATR) ν/cm-1 2091, 1488, 1245, 1196, 1070, 1011, 1107, 834, 791; 1H NMR (200 MHz, CDCl3) δ 4.37 (s, 2H, benzylic), 7.40 (d, 2H, J 8.0 Hz, H2/H6), 7.61 (d, 2H, J 8.0 Hz, H3/H5); 13C NMR (50 MHz, CDCl3) δ 53.8 (benzylic), 124.1 (q, J 270 Hz, –CF3), 125.5 (C3/C5), 128.1 (C2/C6), 130.2 (q, J 32 Hz, C4), 139.6 (C1).

  1-(Azidomethyl)-3,4-(difluoro)benzene (3h)

  Yellow liquid; yield 72%; IR (ATR) ν/cm-1 2095, 1517, 1435, 1251, 1195, 1286, 1210, 1116, 779; 1H NMR (200 MHz, CDCl3) δ 4.31 (s, 2H, benzylic), 7.00-7.23 (m, 2H, H2/H5/H6); 13C NMR (50 MHz, CDCl3) δ 53.6 (benzylic), 116.9-117.8 (m, C2/C5), 124.2-124.3 (m, C6), 132.6-132.8 (m, C1), 149.7 (m, C4), 152.5 (m, C3).

  1-(Azidomethyl)-5-bromo-2-chlorobenzene (3i)

  Yellow liquid; yield 92%; IR (ATR) ν/cm-1 2097, 1459, 1391, 1043, 811; 1H NMR (200 MHz, CDCl3) δ 5.18 (s, 2H, benzylic), 7.21 (d, 1H, J 8.2 Hz, H3), 7.36 (d, 1H, J 8.2 Hz, H4), 7.53 (s, 1H, H6); 13C NMR (50 MHz, CDCl3) δ 51.6 (benzylic), 120.7 (C5), 130.9 (C4), 131.2 (C2), 132.3 (C3), 132.9 (C6), 135.4 (C1).

  1-(Azidomethyl)-2,4,6-(trichloro)benzene (3j)

  Yellow solid; m.p. 215 ºC; yield 92%; IR (ATR) ν/cm-1 2094, 1579, 1548, 1071, 853; 1H NMR (200 MHz, CDCl3) δ 4.60 (s, 2H, benzylic), 7.34 (s, 2H, H3/H5); 13C NMR (50 MHz, CDCl3) δ 51.6 (benzylic), 128.4 (C1), 130.3 (C3/C5), 135.3 (C4), 136.8 (C2/C6).

  1-(Azido)-3-[1'-(4''-bromobenzyl)-1',2',3'-triazol-4'-yl]propyl (7)

  White solid; m.p. 242 ºC; yield 98%; IR (ATR) ν/cm-1 3193, 3114, 2921, 2857, 2096, 1483, 1398, 1056, 1006, 797; 1H NMR (200 MHz, CDCl3) δ 1.80 (qn, 2H, J 5.6 Hz, H2), 2.69 (t, 2H, J 5.6 Hz, H3), 3.23 (t, 2H, J 5.8 Hz, H1), 5.36 (s, 2H, benzylic), 7.04 (d, 2H, J 7.8 Hz, H2''/H6''), 7.35 (d, 2H, J 7.8 Hz, H3''/H5''), 7.20 (s, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 22.7 (C3), 28.5 (C2), 50.7 (benzylic), 53.4 (C1), 121.1 (C5'), 122.8 (C4''), 129.7 (C2''/C6''), 132.3 (C3''/C5''), 134.0 (C1''), 147.3 (C4').

  3-(1'-Benzyl-1',2',3'-triazol-4'-yl)propan-1-ol (4a)

  White solid; m.p. 215-220 ºC; yield 79%; IR (ATR) ν/cm-1 3293, 2972, 2880, 1379, 1087, 1045; 1H NMR (200 MHz, CDCl3) δ 1.85 (brs, 2H, H2), 2.74 (brs, 2H, H3), 3.62 (brs, 2H, H1), 5.42 (s, 2H, benzylic), 7.18-7.25 (brs, 4H, H2''/H3''/H5''/H6''), 7.29 (s, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 22.0 (C3), 32.0 (C2), 54.0 (benzylic), 61.3 (C1), 121.2 (C5'), 128.0 (C2''/C6''), 128.6 (C4''), 129.1 (C3''/C5''), 134.8 (C1''), 148.4 (C4'); HRMS (ESI) m/z 218.1258 ([M + H], C12H16N3O), 240.1080 ([M + Na], C12H15N3ONa).

  3-[1'-(4''-Fluorobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4b)

  White solid; m.p. 216-217 ºC; yield 71%; IR (ATR) ν/cm-1 3274, 3112, 3062, 2943, 2873, 1549, 1419, 1091, 1052, 821, 786; 1H NMR (200 MHz, CDCl3) δ 1.89 (qn, 2H, J 6 Hz, H2), 2.77 (t, 2H, J 6 Hz, H3), 3.65 (t, 2H, J 6 Hz, H1), 4.64 (brs, 1H, -OH), 5.45 (s, 2H, benzylic), 6.95-7.04 (m, 2H, H3''/H5''), 7.21-7.28 (m, 2H, H2''/H6''), 7.42 (s, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 21.7 (C3), 31.9 (C2), 52.9 (benzylic), 60.9 (C1), 115.6 (d, JC-F 22 Hz, C3''/C5''), 121.0 (C5'), 127.6 (d, JC-F 8 Hz, C2''/C6''), 130.7 (d, JC-F 3 Hz, C1''), 147.9 (C4'), 162.4 (d, JC-F 246 Hz, C4''); HRMS (ESI) m/z 236.1165 ([M + H], C12H15FN3O), 258.0982 ([M + Na], C12H14FN3ONa).

  3-[1'-(4''-Chlorobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4c)

  White solid; 230-235 ºC; yield 73%; IR (ATR) ν/cm-1 3297, 3115, 3063, 2938, 2866, 1492, 1434, 1033, 907, 761; 1H NMR (200 MHz, CDCl3) δ 1.72 (qn, 2H, J 6.4 Hz, H2), 2.61 (t, 2H, J 6.4 Hz, H3), 3.48 (t, 2H, J 6.4 Hz, H1), 4.35 (brs, 1H, –OH), 5.27 (s, 2H, benzylic), 7.02 (d, 2H, J 8.3 Hz, H2''/H6''), 7.11 (d, 2H, J 8.3 Hz, H3''/H5''), 7.31 (s, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 21.9 (C3), 31.9 (C2), 53.2 (benzylic), 61.1 (C1), 121.2 (C5'), 128.7 (C3''/C5''), 129.1 (C2''/C6''), 133.3 (C1''), 134.0 (C4''), 147.8 (C4'); HRMS (ESI) m/z 252.0875 ([M + H], C12H15ClN3O), 274.0700 ([M + Na], C12H14ClN3ONa).

  3-[1'-(4''-Bromobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4d)

  White solid; 237-240 ºC; yield 55%; IR (ATR) ν/cm-1 3278, 3133, 2942, 1489, 1430, 1046, 1011, 795, 764; 1H NMR (200 MHz, CDCl3) δ 1.88 (qn, 2H, J 6.8 Hz, H2), 2.77 (t, 2H, J 6.8 Hz, H3), 3.64 (t, 2H, J 6.8 Hz, H1), 4.48 (brs, 1H, –OH), 5.42 (s, 2H, benzylic), 7.11 (d, 2H, J 8.3 Hz, H2''/H6''), 7.35 (s, 1H, H5'), 7.45 (d, 2H, J 8.3 Hz, H3''/H5''); 13C NMR (50 MHz, CDCl3) δ 21.9 (C3), 31.9 (C2), 53.2 (benzylic), 61.1 (C1), 121.2 (C5'), 122.6 (C4''), 129.6 (C2''/C6''), 132.1 (C3''/C5''), 133.9 (C1''), 148.2 (C4'); HRMS (ESI) m/z 296.0389 ([M + H], C12H15BrN3O), 318.0218 ([M + Na], C12H14BrN3ONa.

  3-[1'-(4''-Iodobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4e)

  White solid; m.p. 238-241 ºC; yield 90%; IR (ATR) ν/cm-1 3253, 3113, 3062, 2944, 2925, 1548, 1484, 1051, 1008, 758; 1H NMR (200 MHz, CDCl3) δ 1.87 (brs, 2H, H2), 2.76 (brs, 2H, H3), 3.63 (brs, 2H, H1), 4.34 (brs, 1H, –OH), 5.40 (s, 2H, benzylic), 6.97 (d, 2H, J 7.9 Hz, H2''/H6''), 7.37 (s, 1H, H5'), 7.62 (d, 2H, J 7.9 Hz, H3''/H5''); 13CNMR (50MHz, CDCl3) δ 21.8 (C3), 31.8 (C2), 53.1 (benzylic), 60.9 (C1), 94.6 (C4''), 121.2 (C5'), 129.6 (C2''/C6''), 134.4 (C1''), 137.8 (C3''/C5''), 148.0 (C4'); HRMS (ESI) m/z 344.0239 ([M + H], C12H15IN3O), 366.0070 ([M + Na], C12H14IN3ONa).

  3-[1'-(4''-Trifluoromethoxybenzyl)-1',2',3'-triazol-4'-yl] propan-1-ol (4f)

  White solid; m.p. 215-220 ºC; yield 44%; IR (ATR) ν/cm-1 3292, 3119, 3072, 2946, 2931, 1511, 1232, 1199, 1214, 1162, 1046, 1021, 842, 777; 1H NMR (200 MHz, CDCl3) δ 1.90 (brs, 2H, H2), 2.80 (brs, 2H, H3), 3.66 (brs, 2H, H1), 3.98 (brs, 1H, –OH), 5.49 (s, 2H, benzylic), 7.19 (d, 2H, J 8.0 Hz, H3''/H5''), 7.30 (d, 2H, J 8.0 Hz, H2''/H6''), 7.39 (brs, 1H, H5'); 13C NMR (50 MHz, CDCl3) δ 22.00 (C3), 32.04 (C2), 53.08 (benzylic), 61.3 (C1), 120.4 (q, JC-F 256.0 Hz, –OCF3), 121.3 (C3''/C5''), 121.3 (C4' or C4''), 129.5 (C2''/C6''), 133.7 (C5'), 149.1 (C1''), 149.1 (C4' or C4''); HRMS (ESI) m/z 302.1084 ([M + H], C13H15F3N3O2), 324.0911 ([M + Na],
    C13H14F3N3O2Na).

  3-[1'-(4''-Trifluoromethylbenzyl)-1',2',3'-triazol-4'-yl]propan1-ol (4g)

  White solid; m.p. 216-220 ºC; yield 80%; IR (ATR) ν/cm-1 3342, 2946, 1219, 1163, 1066, 1018, 822, 779; 1H NMR (200 MHz, CDCl3) δ 1.87 (qn, 2H, J 6.4 Hz, H2), 2.78 (t, 2H, J 6.4 Hz, H3), 3.15 (brs, 1H, –OH), 3.64 (t, 2H, J 6.4 Hz, H1), 5.53 (s, 2H, benzylic), 7.31 (brs, 1H, H5'), 7.32 (d, 2H, J 7.9 Hz, H2''/H6''), 7.58 (d, 2H, J 7.9 Hz, H3''/H5''); 13C NMR (50 MHz, CDCl3) δ 22.0 (C3), 32.1 (C2), 53.5 (benzylic), 61.5 (C1), 121.4 (C5'), 123.7 (q, JC-F 247.0 Hz, –CF3), 126.1 (C3''/C5''), 130.9 (q, J 31 Hz, C4''), 128.4 (C2''/C6''), 138.9 (C1''), 148.5 (C4'); HRMS (ESI) m/z 286.1124 ([M + H], C13H15F3N3O), 308.0982 ([M + Na], C13H14F3N3ONa).

  3-[1'-(3'',4''-Difluorobenzyl)-1',2',3'-triazol-4'-yl]propan-1-ol (4h)

  Yellow solid; m.p. 215-219 ºC; yield 74%; IR (ATR) ν/cm-1 3358, 2936, 1519, 1286, 1214, 1114, 1054, 781; 1H NMR (200 MHz, CDCl3) δ 1.88 (qn, 2H, J 7.0 Hz, H2), 2.77 (t, 2H, J 7.0 Hz, H3), 3.67 (t, 2H, J 7.0 Hz, H1), 5.40 (s, 2H, benzylic), 6.95-7.11 (m, 2H, H2''/H5''/H6''), 7.49 (s, 1H, H5'); 13CNMR (50 MHz, CDCl3) δ 21.7 (C3), 31.85 (C2), 52.9 (benzylic), 60.9 (C1), 117.0 (d, JC-F 17 Hz, C2''), 117.9 (d, JC-F 17 Hz, C5''), 120.8 (C4'), 124.0 (dd, JC-F 4 Hz, 7 Hz, C6''), 123.1 (C5'), 131.7 (t, JC-F 5 Hz, C1''), 150.0 (dd, JC-F 250 Hz, 15 Hz, C4''), 150.5 (dd, JC-F 250 Hz, 14 Hz, C3''); HRMS (ESI) m/z 254.1066 ([M + H], C12H14F2N3O), 276.0902 ([M + Na], C12H13F2N3ONa).

  3-[1'-(5''-Bromo-2''-chlorobenzyl)-1',2',3'-triazol-4'-yl] propan-1-ol (4i)

  White solid; m.p. 237-239 ºC; yield 64%; IR (ATR) ν/cm-1 3363, 3124, 2950, 1472, 1045, 807; 1H NMR (200 MHz, CDCl3) δ 1.81 (brs, 2H, H2), 2.71 (brs, 2H, H3), 3.57 (brs, 2H, H1), 4.08 (brs, 1H, –OH), 5.43 (s, 2H, benzylic), 7.10-7.35 (m, 2H, H3''/H4''/H6''), 7.39 (s, 1H, H5'); 13CNMR (50 MHz, CDCl3) δ 21.9 (C3), 31.9 (C2), 50.6 (benzylic), 61.1 (C1), 120.9 (C5''), 131.1 (C4''), 132.6 (C3''), 132.0 (C2''), 132.9 (C6''), 134.5 (C1''), 148.1 (C4'); HRMS (ESI) m/z 331.9966 ([M + H], C12H14BrClN3O), 353.9776 ([M + Na], C12H13BrClN3ONa).

  3-[1'-(2'',4'',6''-Trichlorobenzyl)-1',2',3'-triazol-4'-yl]propan1-ol (4j)

  Yellow solid; m.p. 242-246 ºC; yield 67%; IR (ATR) ν/cm-1 3341, 3131, 2949, 1581, 1549, 1071, 869; 1H NMR (200 MHz, CDCl3) δ 1.89 (brs, 2H, H2), 2.78 (brs, 2H, H3), 3.17 (brs, 1H, –OH), 3.67 (brs, 2H, H1), 5.76 (s, 2H, benzylic), 7.20-7.40 (m, 2H, H3''/H5''/H5'); 13CNMR (50 MHz, CDCl3) δ 22.1 (C3), 32.1 (C2), 48.5 (benzylic), 61.7 (C1), 121.1 (C5'), 128.8 (C3''/C5''), 128.8 (C1''), 136.3 (C4''), 137.4 (C2''/C6''), 147.7 (C4'); HRMS (ESI) m/z 320.0102 ([M + H], C12H13Cl3N3O), 341.9944 ([M + Na], C12H13Cl3N3ONa).

  (1'-Benzyl-1',2',3'-triazol-4'-yl)methanol (5a)

  White solid; m.p. 215-220 ºC; yield 87%; IR (ATR) ν/cm-1 3253, 3116, 3064, 1489, 1038, 1011; 1H NMR (200 MHz, CDCl3) δ 4.11 (brs, 1H, –OH), 4.67 (s, 2H, H1), 5.43 (s, 2H, benzylic), 7.30 (brs, 5H, H2''/H3''/H4''/H5''/H6''), 7.43 (s, 1H, H5'); 13CNMR (50 MHz, CDCl3) δ 54.3 (benzylic), 56.1 (C1), 122.0 (C5'), 128.2 (C2''/C6''), 128.9 (C4''), 129.2 (C3''/C5''), 134.6 (C1''), 148.4 (C4'); HRMS (ESI) m/z 190.0939 ([M + H], C10H12N3O), 212.0767 ([M + Na], C10H11N3ONa).

  [1'-(4''-Bromobenzyl)-1',2',3'-triazol-4'-yl]methanol (5b)

  White solid; m.p. 222-224 ºC; yield 49%; IR (ATR) ν/cm-1 3253, 3116, 3064, 1489, 1038, 1011; 1H NMR (200 MHz, CDCl3) δ 4.26 (brs, 1H, –OH), 4.65 (s, 2H, H1), 5.43 (s, 2H, benzylic), 7.11 (d, 2H, J 8.4 Hz, H2''/H6''), 7.42 (d, 2H, J 8.4 Hz, H3''/H5''), 7.63 (s, 1H, H5'); 13CNMR (50 MHz, CDCl3) δ 53.1 (benzylic), 55.3 (C1), 122.2 (C5'), 122.5 (C4''), 129.5 (C2''/C6''), 131.9 (C3''/C5''), 133.5 (C1''), 148.2 (C4'); HRMS (ESI) m/z 268.1549 ([M + H], C10H10BrN3O).

  3-(1'-{3''-[1'''-(4''''-Bromobenzyl)-1''',2''',3'''-triazol-4'''-yl] propyl}-1',2',3'-triazol-4'-yl)propan-1-ol (8)

  White solid; m.p. 240-245 ºC; yield 87%; IR (ATR) ν/cm-1 3329, 3138, 3115, 2949, 2873, 1489, 1431, 1048, 1006, 796; 1H NMR (200 MHz, CDCl3) δ 1.87 (qn, 2H, J 6.8 Hz, H2), 2.15 (qn, 2H, J 6.8 Hz, H2''), 2.58 (t, 2H, J 6.8 Hz, H3''), 2.70 (t, 2H, J 6.8 Hz, H3), 3.58 (t, 2H, J 6.8 Hz, H1), 4.12 (brs, 1H, –OH), 4.27 (t, 2H, J 6.8 Hz, H1''), 5.36 (s, 2H, benzylic), 7.05 (d, 2H, J 7.6 Hz, H2''''/H6''''), 7.33 (d, 2H, J 7.6 Hz, H3''''/H5''''), 7.38 (brs, 2H, H5'/H5'''); 13CNMR (50 MHz, CDCl3) δ 21.9 (C3), 22.2 (C3''), 29.5 (C2''), 32.0 (C2), 49.0 (C1''), 53.2 (benzylic), 61.1 (C1), 121.5 (C5'/C5'''), 122.6 (C4''''), 129.61 (C2''''/C6''''), 132.1 (C3''''/C5''''), 133.8 (C1''''), 146.5 (C4'), 147.5 (C4'''); HRMS (ESI) m/z 405.1080 ([M + H], C17H22BrN6O), 427.0853 ([M + Na], C17H22BrN6ONa).
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    Apesar dos avanços no desenvolvimento de antifúngicos, tem ocorrido um aumento de casos de criptococose que não respondem de forma adequada a fluconazol (fármaco de primeira escolha). Portanto, é de suma importância investigar as propriedades químicas de derivados azólicos que sejam ativos contra cepas de Cryptococcus neoformans resistentes a fluconazol. Visando alcançar esse objetivo, o perfil de suscetibilidade de um isolado clínico de C. neoformans resistente contra 33 derivados azólicos comerciais foi avaliado junto com as suas respectivas concentrações inibitórias mínimas (MIC). Esses dados foram utilizados para construir modelos SIMCA (modelagem independente flexível por analogias de classes) que destacam a importância de propriedades eletrônicas (JGI10) para separar as moléculas ativas das inativas e para construir modelos de holograma-QSAR que apresentam bom ajuste, mas capacidade preditiva baixa (HQSAR, r2 = 0.85, q2 = 0.35 e r2pred = 0.38). Por outro lado, modelos de QSAR 2D desenvolvidos a partir de descritores topológicos apresentaramm boa qualidade estatística (r2 = 0.95, q2 = 0.86, r2pred = 0.72) e destacam que a distribuição de cargas (GGI1) e a eletronegatividade topológica (GATS1e e MATS2e) devem ser modulados para contornar a resistência de C. neoformans.

  

   

  
    Despite advances in the development of antifungal drugs, there has been an upsurge of cryptococosis infections that poorly respond to fluconazole (first choice drug). Hence, it is paramount to investigate the chemical properties of azole derivatives that are active against resistant C. neoformans. In order to achieve this goal, the susceptibility profile of a clinical isolate of resistant C. neoformans against 33 commercial azole derivatives was evaluated along with their potency (minimum inhibitory concentration, MIC). These data were employed to build SIMCA (soft independent modeling of class analogies) models that pinpoint the importance of electronic features (JGI10) to separate active from inactive compounds and hologram-QSAR models that have good fit but insufficient predictive power (HQSAR, r2 = 0.85, q2 = 0.35 and r2pred = 0.38). Conversely, 2D QSAR models built from topological descriptors improved the statistical quality (r2 = 0.95, q2 = 0.86, r2pred = 0.72) and highlight that charge distribution (GGI1) and topological electronegativity (GATS1e and MATS2e) should be modulated to overcome the C. neoformans resistance.

    Keywords: Cryptococosis, azole resistance, 2D QSAR, SIMCA, HQSAR

  

   

   

  Introduction

  Fungal meningitis, caused either by Cryptococcus neoformans or Cryptococcus gattii,1 distresses approximately 1 million people each year and causes more than 600 thousand deaths.2 The first one is worldwide relevant, especially for HIV positive patients, while the second also can affect immunocompetent persons in tropical and subtropical regions.3 Currently, azole derivatives are considered as the first choice drug for long-term therapy.4 However, the emergence of fluconazole-resistant C. neoformans isolates, along with the fact that C. gattii infections respond poorly to azole treatment,5,6 poses a tremendous hurdle to this approach.7,8 Taking this scenario into consideration, many research groups have focused their efforts towards the development of novel antifungal drugs that could circumvent resistance issues.9 Most antifungal drug design campaigns have relied on old-fashioned trial and error paradigm, according to which lead compounds have their structures modified, guided by synthetic feasibility and intermediate biological assay results, until the desired potency/selectivity is achieved. Modern structure-based drug design strategies have been hampered by the lack of structural data on fungal lanosterol 14a demethylase, the azole therapeutical target, despite the fact that homology modeling has been employed to partially solve this limitation.10-13

  An alternative strategy would be to explore ligand-based strategies to extract information from the large amount of data available from phenotypic assays. This approach allows the screening of hundreds of compounds at low costs, within a reasonable amount of time, and takes into consideration pharmacokinetic issues, such as drug permeability through the cell membrane, that are not accounted for in target-based assays.14 This sort of biological data has already been used, for instance, to build descriptor-based classificatory models (k-nearest neighbor (KNN) and soft independent modeling of class analogy (SIMCA)) that hint at the importance of electronegativity and dipolar moment towards the biological activity of azole derivatives against Moniliophthora perniciosa, the causal agent of Witches Broom disease.15 Although all azole antifungals target the same macromolecule, subtle differences in the binding site might alter the structural requirements for potency. In fact, mutations in the binding site of C. gattii lanosterol 14-a demethylase have been associated with different susceptibility profile towards antifungal drugs.16-18 Thus, our group decided to investigate the structure-activity relationships of commercial azole against a fluconazole resistant C. gattii clinical isolate by means of 2D chemometric approaches.15,19 So, in order to accomplish the goal, the biological activities of 33 azole derivatives were measured under standardized conditions and used to build robust and predictive classificatory and quantitative 2D chemometric models that underscore crucial chemical features for antifungal activity towards a fluconazole resistant C. gattii strain.

   

  Experimental

  Reagents

  The 33 imidazole and triazole derivatives employed in this study were purchased from the Sigma-Aldrich Fisher Company (St. Louis, MO, EUA) with purity equal or superior to 95% (Table S1 in the Supplementary Information (SI) section). All other reagents used in the culture medium preparation, buffer solutions and so on were acquired from well-known chemical companies (example Sigma-Aldrich and Merck chemical (Darmstadt, Germany)) and used without further purification.

  Disc diffusion susceptibility assay

  The activity profile of 33 azole derivatives against a fluconazole resistant C. gattii strain (available in the Microbiology Research laboratory (LPMC) from Pharmacy School of Federal University of Bahia) was evaluated by disk diffusion susceptibility assay.20

  Considering the lack of standards concerning Cryptococcus spp assays, all compounds were initially evaluated at the standard concentrations employed for an American Type Culture Collection Candida albicans (ATCC 90028): 8.2 mmol L-1 (25 μg disc-1) as suggested by M-44A2 guideline.20 Twice the standard concentration (16.4 mmol L-1) and half of it (4.1 mmol L-1) were also evaluated to probe the susceptibility range profile (Table 1).
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  All assays were carried out in triplicate, along with positive growth, negative growth and dimethyl sulfoxide (DMSO) controls. Process control (manipulation) was probed by simultaneous evaluation of Candida albicans (ATCC 90028) and Candida parapsilosis (ATCC 22019) susceptibility profile against standard fluconazole concentration (8.2 mmol L-1).

  Minimum inhibitory concentration assays

  The broth microdilution procedure was employed to determine the minimum inhibitory concentrations (MIC).21 Briefly, the azole derivatives were solubilized in DMSO, except for fluconazole that was solubilized in Roswell Park Memorial Institute medium (RPMI) 1640, to produce stock solutions (1600-5120 μg mL-1 for fluconazole) that were serial diluted and dispensed into microdiluition plates. The final solutions (ranging from 128 to 0.062 μg mL-1) were inoculated with a McFarland 0.5 standard saline suspension, containing C. gattii strain, diluted into saline:RPMI solution (1:100).

  All MICs were defined as the lowest concentration of azole that produces more than 50% inhibition growth (Table 1). Every measurement was carried out in quadruplicate and positive control (fluconazole MIC against standard strains Candida parapsilosis (ATCC 22019) and Candida krusei (ATCC 6258)), sterility control (only RPMI) and DMSO control (20 μL of DMSO, 80 μL of RPMI and 100 μL of fungal suspension) were also carried out.21

  Chemometric analysis

  Data set

  The data set used for the chemometric studies comprises 33 azole derivatives, whose biological activity against Cryptococcus gattii was measured as described previously. The chemical structures were sketched in Sybyl-X 1.1 platform (Tripos Inc., St. Louis, USA) and energy optimized with Tripos molecular force-field (gradient < 0.01), using Gasteiger-Huckel charges and a dielectric constant equal to 80. Next, PM3 semi-empiric method (keywords: 1SCF XYZ ESP NOINTER SCALE=1.4 NSURF=2 SCINCR=0.4 NOMM) was used to assign partial charges to all molecules, as available in Sybyl-X 1.1 Mopac module.

  Two biological properties were evaluated in this study: susceptibility assay distinguishes active from inactive azoles against fluconazole resistant C. gattii, whereas MIC values probe the potency profile. Hence, these values were separately used to build classification/pattern recognition models and multiple linear/partial least squares regression models. Thus, the diameter of inhibition halo, measured at 4.1 mmol L-1 (Table 1), was used to split the compounds into active (inhibition halo larger than 25 mmm) or inactive (Figure 1 and Table 2) compounds. MIC values, expressed in molar concentration (Table 1), were transformed to pMIC (–log [MIC]) and used as dependent variables in QSAR model development (Figure S1 in the SI section and Table 4).
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  Descriptor calculation and selection

  2D descriptors available in DRAGON 5.5 (Talette SRL, Milan, Italy) were calculated for the whole dataset. Next, descriptors with high pairwise-correlation (> 97%) and low variance (< 10%) were excluded. The remaining descriptors were subjected to different selection protocols, as described below:

  (i) Classification/pattern recognition models: Fisher's weight15,22 was employed to identify descriptors that individually differentiate the two classes of compounds. Descriptors with values above the mean plus two times the standard deviation (95% confidence interval) were selected for further chemometric analysis (KNN and SIMCA) available in the Pirouette 4.0 software (Infometrix Inc., Washington, USA).

  (ii) MOBYDIGS 1.0 software (Talette SRL, Milan, Italy) was employed to build preliminary multiple-linear regression QSAR (MLR-QSAR) models, with up to 4 descriptors per model through genetic algorithm.23 MLR-QSAR model optimization was guided by the following rules: QUIK rule (0.05), asymptotic Q2 rule (-0.005), redundancy RP rule (0.1) and overfitting RN rule (0.01).24,25 Due to the stochastic nature of genetic algorithm, the search was carried out in ten independent populations of 2000 models. Each population evolved for at least 1500 generations. Finally, the descriptors found in models with q2 > 0.64 were polled together, autoscaled and employed for further chemometric analysis (hierarchical cluster analysis (HCA), principal component analysis (PCA) and partial least square regression (PLS)) available in the Pirouette 4.0 software.

  KNN and SIMCA studies

  KNN models were built considering the Euclidean distance between the unknown sample (yet to be classified) and the k-th nearest neighbors, whose class is previously known.26,27 Too small or too large, a number of neighbors causes either instability or loss of precision to the model, so the optimum number of neighbors was determined by leave-one-out cross validation (LOOcv).

  LOOcv approach was also employed to evaluate the number of PCs that should be used to describe each class in SIMCA models. The model improvement was carried out by the iterative elimination of descriptors with low discriminant or modeling power.

  Hologram QSAR studies

  Statistical HQSAR modeling was carried out as previously described.19,28-30 Briefly, all molecules were broken down into unique fragments (linear, branched, cyclic, overlapping and so forth) according to different fragment distinction features (atoms (A), bonds (B), connections (C), hydrogen atoms (H), chirality (Ch) and donor/acceptor (DA). Initially, only fragments with 4-7 atoms were considered. These fragments were hashed to a length-fixed array of 53, 59, 61, 71, 83, 97, 151, 199, 257, 307, 353 or 401 bins, which controls the hologram length (HL). The molecular holograms created by the previous steps were employed along with the biological activity data (pMIC) to develop PLS HQSAR models. For the best HQSAR model obtained until this point, the influence of fragment size (3-6, 5-8) was also investigated.

  Model evaluation and validation

  As two biological properties were employed during chemometric model development, dissimilar criteria were necessary to evaluate their fit and predictive power. Nevertheless, in both cases, the complete data set was randomly split into training and test set compounds for external validation purposes (see Table 2 for KNN and SIMCA and Table 4 for descriptor-based and fragment-based QSAR models). Classification and pattern recognition models were evaluated according to the percentage of correctly classified training set compounds, whereas the equivalent measure for test set compounds was employed to account for the predictive ability of such models. 

  On the other hand, fragment-based (HQSAR) and descriptor-based (QSAR) models were evaluated by LOO cross-validation (q2) and had their external predictive power (r2pred) calculated using the approach described in the lieterature.31,32

   

  Results and Discussion

  Although the classical SAR of azole antifungal derivatives has long been known,33 evolution and mutation have produced subtle but crucial modifications in the active site of their molecular target, which results in lower susceptibility profile and appearance of resistant strains.5,8,18,34-36 It is noteworthy that although modern drug design methodologies have been successfully applied to fight Candida spp. azole-resistance and guide the development of antifungal compounds,19,37,38 similar strategies have been scarcely employed in the development of drugs against Cryptococcus spp.

  One approach to circumvent this dilemma is to evaluate the structural and physicochemical features of azole derivatives that are currently available to fight Cryptococcus spp resistant strains, such as the fluconazole resistant clinical isolate of C. gattii employed in this work. This new stand point of view over azole antifungals must be considered in two steps. First, it is essential to underscore which properties should be considered to properly select an azole derivative that is active against a fluconazole-resistant C. gattii infection. Secondly, it is important to highlight which features account for the different biological profile observed among azole derivatives against C. gattii since this information might shed some light on the chemical requirements to overcome fungal resistance. Most of the time, pharmacists and physicians measure fungal susceptibility profile by diffusion disc assay, so this technique was used to classify a dataset of 33 commercial azole antifungals as active or inactive against C. gattii.

  Due to the lack of standardized microbiologic protocols to assay most azole derivatives included in this study, adaptations to M44-A2 protocol were required.20 Preliminary assays were carried out with discs containing 8.2 mmol L-1 of each compound, a concentration equivalent to that proposed for evaluating the susceptibility of Candida albicans (ATCC 90028) against fluconazole. Next, twice (16.4 mmol L-1) and half (4.1 mmol L-1) of the standard concentration were probed (Table 1). Although diffusion disk protocols do not allow us to evaluate the compound potency, the results clearly highlight that some azole derivatives are ineffective against C. gattii in all concentrations assessed (example, fluconazole, fluotrimazole and flutriafol). On the other hand, many compounds have inhibition halos greater than the average (example, ketoconazole, cyproconazole, difenoconazole, diniconazole, hexaconazole and so forth). Considering the average inhibition halo as criteria (Table 1), it is possible to split the azole derivatives into either inactive or active against C. gattii. Regardless the disc concentration, the compound classification remains the same for all but 3 compounds (highlighted in Table 1), so it was decided to use the results from the lower concentration disc to classify 18 compounds as active (54.5%) and 15 as inactive (45.5%) against C. gattii (Table 2).

  In order to evaluate if the chemical information provided by this study would be restricted to the compounds analyzed or could be generalized to congeneric azole derivatives, not used for model calibration, the initial dataset was randomly split into training set (13 active and 11 inactive compounds) and test set (5 active and 4 inactive compounds) (Table 2).

  Although DRAGON 5.1 software provides more than 2400 topological descriptors upon which chemometric tools could be applied, a limited number of those indeed is related to the biological activity of azole derivatives against C. gattii. In order to select those descriptors that have any correlation to fungal susceptibility assay, Fisher's weight was employed to select descriptors that individually differentiate active from inactive compounds. The 10 descriptors (Table 3) selected by this strategy were gathered, autoscaled and used for KNN and SIMCA model developments.

  KNN approach ascribes to all descriptors similar importance to compound classification and is highly influenced by the number of neighbors. In order to avoid model instability as well the loss of precision caused by either smaller or greater than optimal number of neighbors, LOOcv was used to select the number of neighbors that best fit the data. Accordingly, the KNN model built with 10 neighbors correctly classified 69% of active and 73% of inactive training set compounds. Similar accuracy degree was observed for the test set compounds (60% of the active and 75% of inactive compounds correctly classified). In order to improve the quality of the statistical model and avoid problems associated with highly correlated descriptors (example, BEHm3 vs. MATS8p (r = 0.72) or BEHm3 vs. BEHe3 (r = 0.79)), it was resorted to chemometric approaches that rely on PCs, such as SIMCA. This approach not only reduces the dimensionality of the models and avoids correlation issues,39-41 but also allows a compound to be classified as "unknown" in case it lies in a chemical space outside the applicability domain of the model.42,43 In addition, SIMCA models can be optimized by the iterative exclusion of descriptors that have minor contribution to class separation (discriminating power) or that display little influence on the model (modeling power).44 Despite the fact that the initial model presents good statistical results (83% of active and 81.3% of inactive compounds correctly classified with 4 PCs), the exclusion of 3 descriptors lead to a less complex SIMCA model, which correctly classifies 85% to active and 100% of inactive training set compounds, using 3 PCs for each classes. Although, a somewhat lower classification power was observed for the test set compounds of best model (60% of the active and 75% of inactive compounds correctly predicted), this result is still better than the initial model (33% of active and 45% of inactive compounds) (Figure 2).
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  A model is as good as the data it is built from, so it is not surprising that the disc diffusion assays provided models with limited classification/predictive power. In fact, it has been already pointed out that biological results from microdilution in broth assays are more reliable than disc diffusion assays.45-47 The limitation of disc diffusion assays can be partially a consequence of compound diffusion rate in agar. In fact, a potent compound with low diffusion rate would produce a small inhibition halo and thus would be considered "inactive". This subject deserves some thought if triticonazole is taken into consideration. According to disc diffusion assay, this compound is inactive (19.3 mm inhibition halo), but microdilution in broth assay reveals that its MIC (12.59 mmol L-1) is comparable to the most potent compounds. Interestingly, the best SIMCA model "erroneously" classifies this compound as active.

  Despite moderate predictive capability, the best SIMCA model can shed some light on the structure-activity relationship of azole derivatives that are active against fluconazole-resistant C. gattii. A similar strategy was successfully employed by Mota et al.15 which uncovered the importance of electronegativity (BEHe3) and dipolar moment (JGI4), as well as H-bonding towards the activity of azole derivatives against M. perniciosa. As expected, evolutionary pressure, both natural and caused by antifungal-therapy, leads C. gattii to have a different susceptibility profile from that observed for M. perniciosa. Accordingly, azole derivative SAR must also have been altered. In order to investigate this matter, the descriptors with highest modeling power (BEHe3) and discriminant power (JGI10) (Figure S2) were further analyzed, as described below.

  JGI10 is an average index of topological charge which evaluates the charge transference between pairs of atoms that are 10 bonds apart.48,49 Most of the inactive molecules have zero value for this descriptor (73%), whereas 50% of the active molecules have greater than zero values. This result suggests that charge dispersion has a large effect towards the antifungal activity.

  The descriptor BEHe3 is a Burden eigenvalue descriptor that accounts for the Sanderson atomic electronegativity of atoms separated by 3 bonds.50,51 The analysis of BEHe3 values suggests that extreme values are found only in inactive compounds (Figure S3 in the SI section).

  This analysis is in good agreement with the information provided by JGI10, once both descriptors highlight that electronic features are essential to the biological property.

  Similarly, Mota et al.15 showed that these types of descriptor (JGI4 and BEHe3) are useful for describing the activity profile of azole derivatives against the filamentous fungus Moniliophthora perniciosa.

  Although promising, the classification models developed so far are not suited to predict the potency of azole derivatives and, therefore, have limited usefulness in the design of novel azole derivatives that would be more active against fluconazole-resistant C. gattii strains. In order to overcome this limitation, MIC values, obtained from microdilution in broth assay, were used to build QSAR models.

  The pMIC values of training and test set compounds not only are normally distributed across the potency range (Table 4 and Figure S3 in the SI section) and were obtained under standardized conditions, but also account for pharmacokinetic effects that would not be captured in kinetic assays with the purified macromolecular target.

  Hologram QSAR modeling

  HQSAR technique was used as a first resource because it is not biased by subjective alignment rules required by 3D QSAR approaches, such as CoMFA and CoMSIA, but shows comparable statistical quality to those methods.29,50 Our hypothesis was that fragment-like descriptors (molecular holograms) would be useful to build robust 2D QSAR models. Initially, the influence of fragment distinction over the statistical parameters was assessed using default fragment size (FS) (Table 5). If only atoms, bonds and connections (A/B/C) parameters are taken into consideration, marginal fit (r2 = 0.55) and poor internal consistency (q2 = 0.11) are achieved. Despite the fact that addition of hydrogen (H), chirality (Ch) and donor and acceptor (DA) improves the model fit, no significant increase was observed in the internal consistency (compare model 2, 3 and 4 vs. model 1). Similarly, other combinations of fragment distinction parameters produced no further statistical improvements in q2 values.
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  Sometimes, variation of fragment size leads to models with higher statistical values, but in this case, no further improvement was achieved for the q2 values (Table 6).
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  These initial results indicate that biological activity of azole derivatives cannot be properly captured by molecular holograms only. This might be a consequence of the fact that HQSAR models do not consider charge properties per se (not accounted for in fragment distinction options), whereas the best SIMCA model suggests that electronic features are highly influential for the antifungal activity. Aiming at circumvent this problem, topological descriptors weighted by steric or electrostatic features were employed to build 2D QSAR models.

  Classical 2D QSAR

  As an initial approach, MLR was used to build models with up to 4 variables, from a set of topological descriptors calculated with DRAGON software. Despite good statistical parameters were achieved (r2 = 0.78, q2 = 0.74), these models have poor predictive ability (r2pred = 0.1). Among the reasons that might explain this result is: (i) collinearity among descriptors, which results in unstable regression models; (ii) inadequate description of chemical-biological space by 2D descriptors. As pointed out before, no structural data are available for the macromolecular target of azole antifungals, rendering the development of 3D QSAR model subjective. On the other hand, the collinearity issue can be simply solved by using PLS.51 This statistical tool has the additional benefit of reducing the risk of building chance correlation QSAR models, once just a few descriptors (PCs) are employed to build the models, instead of the 428 descriptors available at first.

  Accordingly, 36 descriptors found in the best 10 MLR models (q2 > 0.64) were gathered, autoscaled and used for further PLS analysis, as available in the Pirouette 4.0 software. (Table S2 in the SI section).

  The initial QSAR model shows statistical results (r2 = 0.88 and q2 = 0.69, 3PCs) similar to those of preliminary MLR models, with improved but still low predictive ability (r2pred = 0.45). Aiming at producing statistically sound QSAR models, an iterative exclusion of descriptors with low leverage towards the regression vector was carried out. This strategy afforded a significant improvement of the statistical quality (r2 = 0.95, q2 = 0.86, 3 PCs) (Table 7).
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  It is important to note though that high q2 values do not guarantee that the QSAR model has any predictive ability.52 Thus, the predictive power was assessed by means of external validation protocol using test set compounds (Table 4). The good agreement between experimental and predicted values (residues below 0.65 log units) indicates the high robustness and reliability of descriptors used to build this QSAR model (Figure 3 and Table 8), thus suggesting that this model might be useful to understand the structural and physicochemical requirements for inhibition of fluconazole-resistant C. gattii growth and, in the future, guide the identification of novel azole derivatives that would be more active.
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  In order to achieve this goal, descriptors with high leverage towards the regression vectors were selected for further analysis (Figure 4).
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  It is interesting to note that most of the descriptors with high vector regression values describe electrostatic features (example, GGI1, ESPm03u, X2v, BELe8, ATS6p, X2Av, GATS4p, GATS1e and MATS2e), thus emphasizing the influence of electronic features to the antifungal activity.

  GGI1, which is inversely correlated to global charge transfer in the molecule, suggests that reducing charge spread might improve the potency of azole derivatives.53,54 In fact, high GGI1 values are found in potent azole derivatives (difenoconazole (GGI1 = 7.0; MIC = 2.46 mmol L-1), ketoconazole (8.5; MIC = 0.47 mmol L-1) and itraconazole (10.5; MIC = 0.18 mmol L-1)) whereas weak derivatives follow the opposite trend (e.g., imazalil (GGI1 = 3.5; MIC = 53.84 mmol L-1) and bifonazole (GGI1 = 2.5; MIC = 206.19 mmol L-1).

  GATS1e and MATS2e account for the difference on the atomic electronegativity at the topological distance of 1 and 2 bonds, respectively. Although these descriptors point out to the same characteristic, at similar topological distance, they are mathematically uncorrelated (r = 0.05). The MATS descriptors provide global information whereas GATS descriptors are sensitive to differences in the atomic neighborhood (example, branching).55,56 Nevertheless, both descriptors show that low electronegativity difference between atoms one or two bonds apart increases potency. Taken together, the most influential descriptors underscore that modulating electronic features of azole derivatives is the most promising strategy to circumvent resistance issues in fluconazole-resistant C. gattii strains.

   

  Conclusion

  The chemometric models presented in this work take advantage of well-established ligand-based tools to highlight chemical features that should be modulated if Cryptococcus spp resistance to azole derivatives is to be overcome. First, physicochemical and structural changes that play a major role to azole derivatives antifungal activity were investigated by SIMCA models. This preliminary study suffers from the limitations imposed by disc diffusion assays. Nevertheless, it highlights that electronic features (accounted by BEH3 and JGI10) could be useful to explain azole derivative activity profile against fluconazole resistant C. gattii. Furthermore, fragment-based QSAR (HQSAR) studies proved inappropriate to describe the structure-activity relationship of azole derivatives (r2 = 0.85, q2 = 0.35, r2pred = 0.38), whereas topological descriptors weighted by electronic and steric properties proved suitable to develop high quality 2D QSAR models (r2 = 0.95, q2 = 0.86, r2pred = 0.72). The analysis of the best QSAR model supports the hypothesis that electronic features, described by GGI1, MATS2 and GATS1, should be fine-tuned in order to develop congeneric molecules with improved potency against fluconazole-resistant C. gattii strains.

   

  Supplementary Information

  Supplementary material includes the complete set of descriptor employed for PLS model development (Figures S1 - S3, Tables S1 and S2) and is available free of charge at http://jbcs.sbq.org.br as a PDF file.
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    A correlação entre a composição química e os dados sensoriais de 28 amostras de cachaças foi investigada através de análise de componentes principais (PCA). Um modelo químico usando análise discriminante linear (LDA) para classificar as amostras de cachaças de acordo com suas qualidades sensoriais foi então elaborado. Este modelo apresentou habilidades preditivas de calibração e validação de 87,4 e 100%, respectivamente, e foi capaz de reconhecer corretamente 7 dentre 9 amostras adicionais, apresentando-se como uma ferramenta alternativa potencial para o reconhecimento das qualidades sensoriais de cachaças.

  

   

  
    The correlation between the chemical composition and the sensory data for 28 cachaça samples was investigated using principal component analysis (PCA). A chemical model was then developed using linear discriminant analysis (LDA) to classify the distillate samples according to their sensory qualities. This model presented predictive abilities of calibration and validation of 87.4 and 100%, respectively, and was able to recognize correctly 7 out of 9 additional samples according to their sensory evaluations, showing itself as a potential alternative tool of recognizing cachaça sensory qualities.
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  Introduction

  Similar to other distillates, the chemical composition of the Brazilian sugarcane spirit (cachaça) will depend on the raw material, yeasts, fermentation, distillation and aging processes.1 The molecular structures of the minor compounds and their concentrations can provide positive or negative notes in the sensory and chemical characteristics of beverages.2 Therefore, the concentrations of volatile components, such as alcohols, ethyl acetate, acetic acid, aldehydes and ketones, and that of nonvolatile compounds, like metal ions in beverages, can provide important information for the improvement of their production process and their typification.3-6

  The qualitative and quantitative descriptions of the chemical compounds in sugarcane spirits have received considerable attention aiming to improve cachaça quality. However, the characterization based only on the chemical composition, although extremely important, is not enough and needs to be complemented with the beverage sensory attributes. Indeed, the sensory impact of substances that compose a distilled beverage is a key step to monitoring and guiding the production modifications in order to gain control of their  characteristics and qualities.2

  In comparison to other spirits, scarce information has been published on the sensory analysis of cachaça and its correlation with minor compounds that influence the spirit quality.7-17 In addition to the chemical analysis, sensory tests in cachaças have been gaining importance. Although sensory evaluation of the cachaça attributes is not yet required by the Brazilian laws, its inclusion would be expected to occur in the future as a consequence of improvements on the beverage quality requirements and to attend consumer demands.18

  Sensory evaluation is an important aspect in the quality authenticity. This requires appraisals by a highly trained cachaça panel in order to determine whether or not there are consistent sensory attributes expected for a good product. However, this approach is subject to bias since personal preferences are involved, hence, an objective method should be necessary for this evaluation. In the present study, cachaça samples were evaluated by sensory and chemical analysis in order to gain in depth knowledge for a relationship between the chemical and sensory profiles of Brazilian sugarcane spirits.

   

  Experimental

  Samples

  The samples were provided and certified by Brazilian producers from various regions throughout Brazil. A total of twenty eight samples of unsweetened commercial cachaças, all distilled in pot stills (alembics), was analyzed. From these samples, nineteen were aged and nine were not aged.18 The cachaças were codified using different letters and numbers as following: for the not aged cachaças (D1, D2, D3...) and for the aged cachaças (E1, E2, E3...). The time and the recipient used for cachaças storage, as informed by the producers, are shown in Table S1 in the Supplementary Information (SI) section.

  The chemical compounds were selected based on their occurrences and quantitative profiles previously reported for other alcoholic beverages, including cachaça. Alcohol content (% vol.) was evaluated using density meter (pycnometer).

  Analytical method description

  Higher alcohols and acetic acid

  The presence of methanol, propanol, isobutanol, 1-butanol, 2-butanol, isoamyl alcohol and acetic acid were determined through direct injection of 1.0 μL aliquots of the sample (spiked with 4-methyl-1-propanol, internal standard, 126 mg L-1) into a gas chromatography system (Hewlett-Packard, HP 5890-A GC) using a flame ionization detector (FID) and a HP-FFAP column (cross-linked polyethylene glycol esterified 50 m × 0.20 mm × 0.33 μm film thickness). The inlet and detector temperatures were 250 ºC. The split ratio was 1:20 and the carrier gas (hydrogen) flow 1.2 mL min-1. The oven temperature program was 55 ºC (5 min); 2 ºC min-1 to 100 ºC (3 min), 5 ºC min-1 to 190 ºC (30 min); 5 ºC min-1 to 220 ºC (15 min).19

  Aldehydes and ketones

  Acetylacetone, formaldehyde, 5-hydroxymethylfurfural (5-HMF), acetaldehyde, acrolein, furfuraldehyde, propionaldehyde, butyraldehyde, benzaldehyde, isovaleraldehyde, valeraldehyde and 2,3-butanedione (diacetyl) were determinated as their 2,4-dinitrophenyihydrazones (aldehyde-DNPHs) using a high-performance liquid chromatograph (HPLC) Shimadzu model LC-10AD equipped with a UV-Vis diode array detector (Shimadzu SPD M6A, wavelength = 365 nm). The HPLC separation was performed with a Shimadzu Shim-Pak C18 column (25 cm × 4.6 mm i.d. × 5.0 μm particle size) and a gradient system of water and methanol/acetonitrile (80:20 v/v) solution. The injection volume was 20.0 μL and the following gradient (methanol/acetonitrile)-water was used: (methanol:acetonitrile) (8:2), water 60:40 (v/v) isocratic for 9 min (1.0 mL min-1), from 60:40 to 95:5 in 16 min (1.1 mL min-1), from 95:5 to 60:40 in 9 min (1.0 mL min-1), 60:40 isocratic for 15 min (1.0 mL min-1).20

  Ethyl carbamate

  The determination of the ethyl carbamate concentration was performed through direct sample injection without previous treatment into a gas chromatograph model GC17A (Shimadzu, Tokyo, Japan) interfaced to a mass selective detector model QP 5050A (Shimadzu, Tokyo, Japan) using electron ionization (70 eV) as the ion source. The mass spectrometer detector operated in SIM (single ion monitoring) mode (m/z 62), and propyl carbamate was used as an internal standard (150 μg L-1). A HP-FFAP capillary column was used in the ethyl carbamate separation. The inlet and detector interface temperatures were 250 and 230 ºC, respectively. The oven program temperature used was: 90 ºC (2 min); 10 ºC min-1 for 150 ºC (0 min); 40 ºC min-1 for 230 ºC (10 min), using helium (1.5 mL min-1). The injected volume was 1.0 μL in the splitless mode.21

  Esters

  Ethyl acetate, ethyl butyrate, ethyl hexanoate, ethyl lactate, ethyl octanoate, ethyl nonanoate, ethyl decanoate, ethyl laurate and isoamyl octanoate were determined by direct sample injection. The volume of 1 μL was injected into a gas chromatography model GC17A (Shimadzu, Tokyo, Japan) linked to a mass selective detector model QP 5050A (Shimadzu, Tokyo, Japan) using electron impact (70 eV) as the ionization source and 4-methyl-2-pentanol as an internal standard. The target analytes were separated on the HP-FFAP capillary column. The temperature of the injector and of the detector interface was 220 ºC. The oven temperature was programmed from 35 to 180 ºC at a rate of 5 ºC min-1 and then raised at 20 ºC min-1 from 180 to 220 ºC (5 min), using split mode 1:15.22

  Organic acids

  Nine organic acids (lactic, glycolic, pyruvic, succinic, capric, citramalic, lauric, myristic and palmitic) were determined in distilled samples. The methodology was based on the evaporation of 20 mL of cachaça to dryness at room temperature and the subsequent addition of 200 μL of a derivatizing solution, which contains 100 μL of N-methyl-N-trimethylsilyltrifluoroacetamide (MSTFA) and 100 μL of nonanoic acid (internal standard, 100 mg L-1) in an acetonitrile solution. A Hewlett-Packard 5890 model gas chromatograph (GC) equipped with flame ionization detector was used with a capillary column DB-5 (5%-phenyl-methylpolysiloxane) with dimensions of 50 m × 0.20 mm × 0.33 μm. The oven temperature program used was: 60 ºC (2 min) to 100 ºC at a programming rate of 25 ºC min-1 and raised at 10 ºC min-1 increments from 100 to 300 ºC (5 min), using split mode (1:15).23,24

  Dimethylsulfide (DMS)

  The analysis was carried out in a purge-and-trap concentrator (OI Analytical model 4560) using high purity helium, coupled to a gas chromatograph (Shimadzu, model GC17A) equipped with a mass selective detector (Shimadzu, model GCMS-QP5050A) using 70 eV as the ionization mode. Aliquots of 6 mL of sample were injected in the purge-and-trap concentrator and purged for 5 min at a helium flow rate of 45 mL min-1. The trap was then flash-heated (20 to 180 ºC in 2 min) to desorb the volatile compounds. The gas chromatograph was operated in the on-column injection mode. The oven temperature program used was: 60 ºC for 5 min to 200 ºC (10 ºC min-1). Helium at a flow rate 1 mL min-1 was used as the carrier gas. The mass spectrometer detector was operated in the SIM mode (m/z 62). The temperatures of the injector and interface were set at 100 and 200 ºC, respectively.25

  Metals

  The determination of metal ions (copper, iron and lead) was carried out by atomic absorption spectrophotometry using a Polarized Zeeman atomic absorption spectrophotometer (Hitachi Z-8100), equipped with an air acetylene burner and hollow cathode lamps.26

  The compound identification was carried out, as described previously, through relative retention time, standard addition and confirmed by mass spectrometry analysis. The analytical data reported herein are the average values obtained from the analysis performed in triplicate.

  Sensory evaluation

  General conditions

  Two different levels of evaluation were performed, a descriptive sensory analysis and a consumer hedonic test. The descriptive sensory analysis was performed at Instituto de Química de São Carlos (USP, São Carlos-SP, Brazil) and the consumer hedonic test at Escola de Engenharia Lorena (USP, Lorena-SP, Brazil). On both cases, air conditioned conference-style rooms were used, their dimensions, disposition, illumination (white fluorescent lighting), temperature (25 ± 3 ºC) and humidity conditions (62 ± 7%) were comparable.27 The beverages were served as supplied by the producers. Their alcoholic content (exception for samples D6, E15 and E29) ranged from 38.0 to 45.3% (% vol.) as reported in the following section. The cachaça bottles were opened just before the sensory test. The cachaças (30 mL) were served at a temperature of 21 ± 2 ºC and in encoded ISO-standard sherry glasses (120 mL), not covered. The samples were offered on a random presentation order for all the assessors. Aged samples and non-aged samples were presented on separated sets.

  Descriptive sensory analysis

  To examine the cachaça samples, a similar approach to the one described in the literature was used.28 The descriptive sensory analysis method was applied by a panel of thirteen assessors, six males and seven females, between 22 and 60 years old. All assessors were trained in descriptive analysis with cachaça samples before participating in the experiment. This was based on a vocabulary previously used in our laboratory (Table S2 in the SI section) for a sensory analysis of cachaça.15 The assessors scored the samples for every vocabulary descriptor, using a structured numerical scale anchored from one (not present) to nine (very much present).

  Each day, the assessors received fourteen samples in two sets (in the morning and afternoon sessions) of eight samples (seven new samples and one replicated).

  Consumer hedonic test

  A category hedonic scale ranging from 1 (dislike extremely) to 9 (like extremely) was used to assess the appearance, aroma and taste by 240 different consumers of both genders (21 to 70 years old). They are all cachaça consumers, mostly students and professionals from various Brazilian regions and from other countries, without any given information about the origin and kind of the cachaça samples.27,28 Four series of seven samples were presented in a random mode, without replicates. Aged samples and non-aged samples were presented on separated sets. Each sample was evaluated forty times. The consumer hedonic score averages for cachaça sensory qualities (taste and aroma) were used to generate the hedonic index (HI) which describes the acceptability of the consumers by the tasted product. Since 4.5 is the middle point in the hedonic scale used and represent neither like nor disliked, the number 6.0 was arbitrarily chosen as reference parameter for ensure the sample classification according to their qualities (samples with HI < 6 and HI > 6). Simulations using HI = 5.9 ± 0.1 led to similar results.29

  Statistical analysis

  Analysis of variance (ANOVA) was used to verify significant differences among sensory descriptors and the chemical descriptors, for all the cachaças. The variance was estimated considering the variation of these descriptors within the samples of the full group and between the samples of each one of the two groups (HI > 6 and HI < 6).30

  Principal component analysis (PCA) was used to observe if there were groups of samples according to their respective chemical and sensorial similarities.31 For the chemical descriptors, a matrix was built up with 28 rows representing the cachaça samples and 36 columns corresponding to the chemical variables (autoscaled). Similarly, a matrix of 28 rows (cachaças) and 10 columns (sensory descriptors) was built up. The HI data were not used in the matrix build up but only to identify samples after the end of the PCA treatment.

  Linear discriminant analysis (LDA) is one of the parametric classification methods of pattern recognition that uses linear boundaries to define the groups.32 A predictive classification model was built with the LDA model which has as purpose to evaluate the possibility of classifying cachaça samples according to their HI values (HI < 6 and HI > 6) using chemical descriptors. The predictive ability of the LDA model was evaluated by calibration using 22 samples and validation using 6 samples. The multivariate analyses were applied using Minitab 15.1.1 release software (Minitab® and the Minitab logoTM are trademarks of Minitab Inc.)

   

  Results and Discussion

  Sensory and chemical analysis data

  All the analytical data collected from the analyses of 13 sensory attributes, 33 organic compounds and 3 metal ions for the 28 cachaça samples (15 aged and 13 non-aged) are presented in Tables 1 and 2, respectively.
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  In general, methanol and higher alcohols followed by acetic acid, lactic acid, ethyl acetate and ethyl lactate were present in larger concentrations than other analytes in the cachaças. Higher alcohols are important contributors to the aroma of the distillates and are formed during the metabolism of amino acids in the fermentation process.1 The higher contents of isoamyl alcohol (709 mg L-1), isobutanol (198 mg L-1 ), methanol (33.6 mg L-1), 1-butanol (3.44 mg L-1) and 2-butanol (13.9 mg L-1) were found in the aged samples, whereas 1-hexanol (5.46 mg L-1) and propanol (182 mg L-1) predominated in the non-aged cachaças. Propanol has a pleasant, sweetish odor, but at higher concentration it will introduce solvent notes that mask all the positive notes in distillates.33

  The highest average values for acetic acid (367 mg L-1) were observed for the aged cachaças, probably a consequence of the aldehyde oxidation into their respective acids during the aging of cachaça in woody barrels.34,35

  Partial degradation of amino acids present in the sugarcane broth could account for the formation of higher alcohols which, in the presence of oxygen, can be converted into aldehydes.35 In cachaças, acetaldehyde (176 mg L-1) predominates among aldehydes, followed by formaldehyde (6.50 mg L-1) and benzaldehyde (4.35 mg L-1). The higher acetaldehyde levels in aged cachaças can be explained as a consequence of the chemical oxidation of ethanol during the aging process.36

  Dehydration of hexoses generates 5-hydroximethylfurfural (5-HMF), more abundant in aged cachaças (2.65 mg L-1) than in non-aged ones. It is not a fermentation product, appearing in sugarcane juice as consequence of the non-uniform heating and even overheating of the alembics.36 The extraction process due to the contact of the spirit with the wood would account for the higher concentration of 5-HMF in aged cachaças regarding to the non-aged ones.37 Acrolein which can be produced via fermentation, distillation and aging, predominated in aged cachaças (1.44 × 10-1 mg L-1) and it is associated to a spicy taste.36,38

  As expected, ethyl acetate is the major ester present in cachaças (366 mg L-1), followed by ethyl lactate (42.8 mg L-1).22,34 Excess of ethyl lactate has been proposed as an indication of Lactobacillus spp. contamination during the fermentation process and of an incorrect distillation.5,22

  DMS, a sulfur-containing amino acid degradation product, is the major volatile sulfur component in cachaças and exhibits a strong negative influence on the beverage sensory qualities.25 It is more present in the non-aged cachaças (2.73 mg L-1) than in the aged ones (7.0 × 10-2 mg L-1), which could be partially explained by the high DMS volatility (b.p. = 38 ºC) leading to its concentration decrease during the aging process.

  Ethyl carbamate is generally found in fermented beverages and may be correlated to a carcinogenic effect.39,40 The presence of ethyl carbamate in cachaça could suggest, at least partially, an incorrect distillation process, thus, being an important process quality descriptor.5,21 A higher average value was observed for the aged cachaças (60.0 μg L-1), which could be consistent with the increase on the concentration of the non-volatile compounds during storage.40 Similar to lead and iron, ethyl carbamate does not exhibit sensory properties, but it is important as a chemical descriptor just like these metal ions. Copper by itself was not detected by sensory tests, but its presence could be correlated to aldehyde content.

  Descriptive sensory evaluation

  The results of the descriptive sensory evaluations of the cachaça samples are given in Table 1. They correspond to average notes given by the assessors for the sensory descriptors. The ANOVA results showed that cachaças were significantly different (p < 0.05) regarding the descriptors: taste, aroma, intensity of yellow color, burnt, floral, fruity, spicy, woody, vegetable, overall positive odor, biochemistry/chemistry, bitterness and overall negative odor.

  Consumer hedonic measurement

  According to the ANOVA test, significant differences (p < 0.05) were found in the cachaça hedonic (HI) data for appearance, taste and aroma (Table 1). Samples E23 and E28, which were aged in oak barrels, exhibit the higher hedonic index (HI = 6.6). The worst performance was observed for sample D8 (HI = 4.8), which was stored in a stainless steel container. According to with previous work, in general, the aged cachaças showed the best hedonic evaluation for appearance, aroma and taste.15,41

  Multivariate analysis

  PCA was applied to the data base in Table 1 and 2 to observe sensory similarities based on the descriptive sensory and chemical data, respectively.  In the score plot (Figure 1a), it can be observed a tendency of the sample separation in two clusters of cachaças with HI < 6 and HI > 6, respectively.
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  The loading plot (Figure 1b) shows the sensory descriptors that influenced this separation. The three first components, PC1 (37.4%), PC2 (22.2%) and PC3 (12.6%) account for 72.2% of the total variance data for the nine descriptors. The first component (PC1) showed the highest scores regarding the overall positive odor, spicy, burnt, woody, fruity and floral attributes, whereas the biochemistry/chemistry, bitterness and vegetable descriptors are more related to the second component (PC2).

  Three samples with HI < 6 (D11, D12 and E1) can be observed into the better ranked cluster (HI > 6). It can be explained by analyzing the hedonic evaluation of the consumers and of the trained panel. In this case, only taste and aroma were considered since the appearance did not correlate well with the chemical and the other sensory descriptive variables. These samples, which were misplaced in the HI > 6 cluster exhibit smaller values for aroma (consumers) in comparison to the same attribute of the samples with HI > 6. However, the trained panel well recognized their floral and fruity attributes. This would suggest the poorer consumer abilities with respect to the trained panelist group on recognizing the aroma of cachaças. The same was observed regarding the burnt descriptor. The relative woody, floral, burnt and fruity low scores, attributed by the trained panelist group, would explain the presence of the two misplaced samples (E6 and E29) in the cluster of HI < 6.

  PCA was applied to the chemical database in Table 2 to observe chemical similarities among the cachaças. In the score plot (Figure 2a), the tendency of two clusters formation was also observed. Again, one composed mostly of cachaças with HI < 6 and the other mainly of samples with HI > 6.
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  The loading plot (Figure 2b) illustrates the behavior of the 31 analyzed organic compounds regarding to the quality of the cachaças. The number of variables were not reduced purposely since the goal is to show the correlation between the chemical variables and the hedonic quality of cachaças. The first eleven principal components with eigenvalues greater than 1 account for 83.8% of the total variability, suggesting that these principal components adequately explain the data variations.42

  PC1 (33.6%) showed that alcohol content (% vol.), acids (except lactic acid), esters (except ethyl lactate), aldehydes (except butyraldehyde), ethyl carbamate and fatty acids were the most representative variables in defining the cluster of cachaças with HI > 6. On other hand, lactic acid, ethyl lactate, 2-butanol, hexanol, butyraldehyde, lead and dimethylsulfide correlated negatively with PC1, which accounts for the clustering of cachaças with HI < 6.

  One sample with HI > 6 (E29) can be observed in the HI < 6 cluster. It can be explained by analyzing the chemical composition of these samples. This misplaced sample exhibited higher average concentrations for methanol, propanol, and hexanol and lower concentrations for acetaldehyde, benzaldehyde, formaldehyde, propionaldehyde, acetone, ethyl acetate, ethyl butyrate and ethyl hexanoate than the samples with HI > 6.

  A variable reduction in PCA was performed considering the load value of each variable in the corresponding principal component (PC1 and PC2) in Figure 2. Through elimination of descriptors, which leads to the same information as in Figure 2, seven variables were then selected from the original database: lactic acid, ethyl lactate, dimethylsulfide, benzaldehyde, acetaldehyde, lauric and acetic acid. This approach leads to a better clustering of cachaças than the one observed in Figure 2 without losing the quality of the analytical results. An increase in the variance of 27.1% was observed in the first three PCs (PC1 = 33.8%, PC2 = 23.2% and PC3 = 14.6%) relatively to the previous result.43 A similar trained panel clustering was reached using only seven chemical variables (Figure S1 in the SI section).

  Comparing Figures 1 and 2, a similarity between sensory and chemical descriptors is suggested. A tendency of clustering of two groups is also observed in Figure S2 (in the SI section) which combines both sensory and chemical descriptors. The loading plot of Figure S1b (in the SI section), illustrates the observed correlation between chemical compounds and sensory descriptors. The compounds that mostly correlated with the flavor of sugarcane spirits were acetaldehyde, hexanaldehyde, ethyl esters and acetates (fruity), acetic acid (burnt) and isobutyl alcohol (ﬂoral). These correlations between the sensory and chemical descriptors are in agreement with the sensory literature.44 Woody and vegetable attributes do not correlate with the chemical compounds analyzed. Although compounds as terpenes, lactones, phenols, ketones (except 2-propanone) and other volatiles compounds were not determined, the chemical descriptors here studied would certainly be useful on identify a "good" cachaça.

  Following this reasoning, the data sets in Tables 1 and 2 were analyzed, using linear discriminant analysis (LDA) and ethyl lactate, dimethylsulfide, lactic acid, lauric acid, citramalic acid and glycolic acid as chemical descriptors since they provided the highest scores in PCA (loading plot, Figure 2b) without high correlation. A model was then generated using 28 samples being 16 with HI < 6 and 12 with HI > 6, 80% of the samples were used in the calibration step and the remaining 20% for the model validation, which was preformed following the leave-one-out approach. The calculated model predicted abilities in terms of calibration and validation are 86.4 and 100%, respectively. The model robustness (prevision ability) was also additionally checked using nine new cachaças (blind samples) out of to the group considered, but with known sensory and chemical evaluations. The model was able to classify correctly seven out of these samples (Table 3).
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  Conclusions

  This study deals with the descriptive aspects of sugarcane spirits (cachaças) aiming to a better understanding of their sensory and chemical characteristics and their possible correlations. Although HI was arbitrarily selected, the data of both sensory and chemical analyses suggest a good correlation between these descriptors. Even considering the limited number of compounds analyzed and the fact that more than one compound could be responsible for a sensory attribute with a possible synergism between compounds, the results provide a sound model to predict the quality of a beverage based on chemical descriptors. The model can certainly be refined by still more extensive data sets of samples, chemical constituents and tasters. However, the current approach holds undoubtedly promise to evaluate cachaças as an alternative to sensory analysis which requires tedious trainings to educate qualified tasters.

   

  Supplementary Information

  Complete analytical data and sensory information are available free of charge at http://jbcs.sbq.org.br as PDF file.
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    Neste trabalho, uma nova versão de um injetor automático, mantendo a geometria retangular, é apresentada. Um pequeno motor de corrente contínua foi utilizado para realizar o deslocamento da parte central. A eficácia do injetor foi comprovada através do desenvolvimento de um procedimento para a determinação fotométrica de etanol em bebidas destiladas baseado na reação com dicromato em meio ácido sulfúrico e detecção fotométrica usando um LED como fonte de emissão em 590 nm. O sistema mostrou bom desempenho analítico, simplicidade de operação e versatilidade, incluindo também as seguintes características: resposta linear (r = 0,9972) para a faixa de concentração de 10 a 50% (v/v) de etanol, limite de detecção de 2,0% (v/v) de etanol, desvio padrão relativo de 2,0% (n = 10) para uma amostra com concentração de etanol de 40% (v/v), consumos de 5,8 mg de K2Cr2O7 e 198 μL de H2SO4, e geração de 0,73 mL de efluentes por determinação.

  

   

  
    In this work, a new version of an automatic injector is proposed, keeping the rectangular geometry. In this version, a small DC motor was employed to perform the displacement of the central part. The effectiveness of the injector was confirmed through the development of a procedure for the photometric determination of ethanol in distilled spirits based on the reaction with dichromate in a sulfuric acid medium and photometric detection using an LED based photometer. The system demonstrated the best analytical performance, versatility and simplicity of operation, also including the following features: linear response (r = 0.9972) for the concentration range of 10 to 50% (v/v) ethanol, 2.0% for the limit of detection (v/v) of ethanol, a relative standard deviation of 2.0% (n = 10) for a sample with an ethanol concentration of 40% (v/v), K2Cr2O7 and H2SO4 consumptions of 5.8 mg and 198 μL, respectively, and effluent generation of 0.73 mL per determination.

    Keywords: flow injection analysis, automatic injector commutator, ethanol in distilled spirits, multicommutation, LED photometer

  

   

   

  Introduction

  Since the initial proposal presented by Ruzicka and Hansen1 in 1975, the flow injection analysis (FIA) process has always been linked to the means employed to introduce the sample aliquot into the analytical path. In early work, the aliquot of a sample solution was inserted into the analytical path using a hypodermic needle, which was done by piercing a rubber septum. After a few injections, leaking of solution occurred through the septum, requiring interruption of the work to replace it. This deficiency was overcome when an injector that did not require the use of needle was proposed.2 In this new device, a rubber septum acted as a valve, which gave way under external pressure exerted on the syringe plunger, releasing the channel that gave access to the analytical path. With this new device, the FIA process became more robust, but it still had some drawbacks. The precision of the measurements depended on the constancy of the injection time, thus requiring a well-trained operator. This problem had been overcome with the invention of the rotary valve by Ruzicka et al.,3 and the proportional injector by Bergamin et al.4 With the rotary valve, the volume of the sample aliquot was defined by a transverse hole made in the rotor.

  The proportional injector comprised three pieces generally machined in acrylic and attached together with screws. The central part can be displaced in relation to the two sides, thus commuting all sections of the injector between two fixed states. The volume of the sample aliquot was defined by the length and internal diameter of the sampling loop. Therefore, variations in the sample volume to be inserted into the analytical path could be easily performed by exchanging the sampling loop. This device afforded great flexibility to the FIA process since the replacement of the sampling loop could be carried out without causing any disturbance in the flow system. The commutator injector of rectangular geometry has been preferred to the development of automatic analytical procedures.5 In this case, the central bar has been displaced by using a pair of solenoids or a stepper motor.6,7

  In this work, a new version of the commutator injector based on the rectangular geometry and maintaining the usual configuration of three pieces is presented. On the inside of the two side pieces, channels (3 mm deep and 12 mm wide) were machined where the central part was fitted. In this condition, the adjusting screws do not function as a guide, the case for the first-generation injector. This design facilitated the replacement of the movable part and contributed to reducing the friction, thereby allowing the use of a small DC motor to move the central piece from the sampling position to the injection position and vice versa.

  Intending to demonstrate the feasibility of this new version, the injector was employed in the development of an analytical procedure for the photometric determination of ethanol in distilled spirits. The procedure was developed using the reaction of ethanol with dichromate in a sulfuric acid medium.8,9 The work is focused on low reagent consumption and reduction of effluent generation. Whereby, in order to accomplish these requirements, the flow analysis module comprised an automatic injector and a set of solenoid valves, which were assembled to work as independent flow line commuting devices, according to the multicommutation process.10-12 The photometric detection system was designed to use a LED as a source of electromagnetic radiation and a photodiode as a signal transducer, comprising an arrangement similar to those employed in other works.13,14

   

  Experimental

  Reagents and solutions

  All solutions were prepared with purified water with an electric conductivity less than 0.1 μSm cm-1. All chemicals were analytical grade reagents.

  A 0.2 mol L-1 K2Cr2O7 (Merck) solution was prepared in a 4.0 mol L-1 sulfuric acid medium by dissolving 5.8838 g of solid in 22.0 mL of concentrated acid. After dissolution, the content was added slowly to a glass vessel containing 50 mL of water under continuous mixing. The volume was made up to 100 mL with water. Reference solutions with concentrations of 0.0, 10.0, 20.0, 30.0, 40.0 and 50.0% (v/v) ethanol were prepared daily from a stock of 99.9% absolute ethanol (Merck) using water as the diluent. Samples of cachaça, whisky and vodka were obtained from a local market.

  Apparatus and accessories

  The equipment setup and accessories used in the current work included an IPC8 Ismatec peristaltic pump equipped with Tygon pumping tubes of different inner diameters; a microcomputer equipped with an electronic interface card PCL711 (Advantech) and running a software written in Quick Basic 4.5; acrylic plates with thicknesses of 12 and 25 mm for construction of the automatic commutator injector; two three-way solenoid valves (HP225T031, NResearch) and two pinch solenoid valves (225P091-11, NResearch); a DC motor (Microred R-Vdc) with speed reducer to 17 rpm, working voltage of 12 V, current intensity of 0.4 A and torch of 16 N cm; a stabilized power supply (12 V DC, current intensity of 2 A) to feed the solenoid valves and the DC motor; a stabilized power supply of +12 V and −12 V (0.5 A) used to feed the photometer; four relays of 12 V and contact current of 10 A; two push-button electric switches with sliding rod (VT16051C2, Higly), contact current of 15 A; four BC547 transistors; a power digital interface based on the integrated circuit ULN2803; a slotted optical switch (OPB866T55); three printed circuit boards, dimensions 10 × 20 cm, in fiberglass with universal type drilling island to integrated circuit; a high-intensity emission LED with maximum at 590 nm; an 0PT301 photodetector (Burr-Brown); a Z-format flow cell molded using a boron-silicate glass tube; a brass screw machined with the required features (trapezoidal thread of 4.0 mm per turn, diameter of 15 mm, length of 5 cm and central lead hole at one end to fit the motor shaft); an aluminum plate 8 cm wide, 10 cm high and 2 cm thick that has a threaded hole in the center (female) with the same dimensions as the screw; a laboratory densimeter model 4500M DMA (Anton Paar); and reaction coils and flow lines of polyethylene tubing with an 0.8 mm inner diameter.

  Detailed description of the injector 

  Figure 1 shows a three-dimensional view of the commutator injector ready to be used. The channels (cm) machined on the internal faces of the side pieces allow the fitting of the central piece.

  
    

    [image: Figure 1. Three-dimensional view]

  

  Sampling loops and tubes used as solution conduits through the injector were fixed with rubber O-rings in order to avoid the use of glue. Silicon rubber strips (4 mm wide and 2 mm thick) were glued onto the movable part of the injector to prevent internal leakage of fluids, and also to minimize friction. The strips of rubber were lubricated with silicon grease. The switches ch1 and ch2 defined the displacement of the mobile part. When the motor was driven, the traction plate (Tp) was displaced forward or backward depending on the direction of the DC motor rotation, thus displacing along with it the movable part of the injector. The switches ch1 and ch2 were assembled in order to open the electric circuit of the DC motor when the internal ducts of the injector were aligned. Under these conditions, the selected solution flowed through the injector.

  Figure 2 shows the electric circuit of the control interface, which allowed the DC motor to switching on and off and set the direction of rotation using only two control bits (d6 and d7).

  
    

    [image: Figure 2. Diagram of the motor control]

  

  In this configuration, when bit d7 was turned on, transistor Tr2 closed the electric circuit constituted by the relays R1, R2 and the DC motor, which rotated clockwise. When the movable part of the injector (see Figure 1) reached the alignment position, the traction plate (Pt, Figure 2) pressed the sliding rod of switch ch1, which opened the electric circuit. After a predetermined time interval to fill the sampling loop, bit d6 was activated and closed the electrical circuit that comprised transistor Tr1, relays R3 and R4, and the DC motor, which rotated in a counterclockwise direction. In this condition, the mobile part of the injector was moved towards the injection position, and when it attained the alignment position, the switch ch2 opened the circuit, and stopped the motor.

  Transistor Tr3 was installed to avoid conflict of duplicity, so that if both control bits are activated simultaneously, Tr3 disables transistor Tr2 by maintaining its base at a low level of electric potential difference (< 0.8 V). In this condition, the relays R3 and R4 were switched on and the motor rotated in counterclockwise.

  The diagram of the photometer constructed for this study is shown in Figure 3, which consists of three main parts: a radiation source comprising a LED of high brightness, a transistor and resistors; a flow cell and its support; and a photodiode (0PT301). This photodetector was included in the same package circuits to convert radiant energy to electric current and to perform signal amplification, thus exempting the need for any circuit for additional signal amplification.
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  The intensity of the radiation beam was a function of the electric current intensity flowing through the LED, which was controlled by the variable resistor (10 kW) coupled to the base of the transistor (Tr). The radiation beam (Ia) emitted by the LED propagated through the flow cell and emerged at the other end, reaching the photodetector (Det). When the flow cell was filled with a solution that absorbed radiation in the same range of wavelength emitted by the LED, absorption occurred during the radiation propagation, thereby causing an attenuation of the beam intensity. As a result, the radiation beam (Ib) reaching the detector was less intense than the initial one (Ia > Ib). The variation of the intensity (DI = Ia – Ib) was a function of the chemical species present in the flow cell. The photometric detector transformed the variation in intensity of the light beam into a difference of electric potential (mV), which was used as a parameter in order to determine the concentration of the chemical species.

  Operation description of the analysis module

  Intending to demonstrate the feasibility of this new version of the commutator injector, the device was employed to assemble a flow analysis module to be used in the development of a procedure for the photometric determination of ethanol in distilled spirits. Since the ethanol concentration in the distilled spirits to be analyzed was very high, the flow system module was designed with ability to accomplish on line dilutions, which was done by implementing the sampling zone strategy.15,16

  The diagram of the manifold is shown in Figure 4, and in this configuration, the injector is in the sampling position and all valves are turned off. The fluids including water and solutions of sulfuric acid and potassium dichromate (R1, R2) are being pumped towards the respective reservoirs.

  
    

    [image: Figure 4. Diagram of the flow]

  

  When the control and data acquisition software was run, the first activity performed was the displacement of the injector to the sampling position as shown in Figure 4, which was done by activating control bit (d7) (Figure 2). Afterwards, by switching on valve V1, the sample was aspirated through the sampling loop (L1). After a preset time interval (Δt1), the valve was turned off, and control bit d6 (Figure 2) was activated to start the DC motor in order to displace the injector towards the injection position (dilution), which is indicated in Figure 4 by the shaded surface. In this position, the resampling (L2) was included in the carrier fluid pathway (water). Valve V4 was switched on in order to direct the water stream through the sampling loop (L1), thus displacing the sample aliquot through the dispersing coil (Dc) and the resampling loop (L2) towards the waste (Desc2). During displacement, the sample aliquot was dispersed into the carrier fluid (Cs), and therefore, the concentration of ethanol in the portion of the sample zone contained in the resampling loop (L2) varied with the time interval (Δt2). While the injector remained in the position of dilution (shaded surface), the air stream flowed by suction through coil B1 and the flow cell, emptying them completely. After the time interval (Δt2), valve V4 was switched off, and the mobile part of the injector was moved to the sampling position, shown in Figure 4. Afterwards, valves V2 and V3 were switched on and off alternately in order to insert aliquots of chromogenic reagent (R2) and sulfuric acid (R1) solutions, respectively. Under this condition, the sample aliquot was displaced from the loop L2 through reaction coil Br towards the photometer (Det), and the aliquot of reagents R2 was added at the joint device (X). Time intervals to maintain the solenoid valves V2 and V3 switched on or off were maintained at 1.0 s. While inserting reagent progressed, the microcomputer read the signal generated by the detector of infrared radiation comprised by the inset A in Figure 4. The flow cell, reaction coil (Br) and flow cell outlet tube were emptied in the preceding step, and under this condition, the signal generated by the infrared detector (If) was approximately 50 mV. When the sensing tube was filled with sample solution, the signal magnitude was threefold. When the microcomputer detected this jump of signal, it shut down valves V2 and V3 and performed the signal reading step. While the reading step proceeded, valve V1 was kept switched on to fill the sampling loop (L1) to be used in the next analytical run. This sequence of events was performed automatically by the microcomputer, and it is summarized in Table 1.
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  Steps 1 to 4 were performed only one time, when the system operation began. Step 5 was performed whenever a new sample was processed, and steps 6 to 12 were executed sequentially to carry out each replicate. The photometer calibration (step 4) was performed following this sequence. The LED was shutdown and the microcomputer read the dark signal (Sdk). Afterwards, the LED was enabled to shine, which was done by turning the variable resistor wired to the base of the transistor (Tr) (Figure 3). The intensity of the radiation beam (Ia) was adjusted in order to allow that the photometer generated a signal (Si) of 2000 mV. The signal was read by the microcomputer and saved as the full-scale measurement (Fs). Since this step was carried out while maintaining the flow cell filled with carrier fluid (water), the radiation beams Ia and Ib were equal. When a sample was processed, the intensity of the radiation beam (Ib) became less intense than the previous one, causing a decrease in the potential difference (Si) generated by photodetector. This signal was used for the absorbance calculation using the following equation.

  
    [image: Equação 01]

  

  where Sdk, Fs and Si are the dark signal, the full-scale measurement, and the signal generated when the flow cell was filled with a sample, respectively.

  The pumping flow rates were kept constant, and the variables studied were the resampling time interval (Δt2) and the concentrations of the sulfuric acid and potassium dichromate solutions. After establishing better operating conditions by modifying the length of the dispersion coil, the duration of the sampling time and the concentration of the reagent solution, samples of distilled spirits were processed using the proposed procedure and the AOAC International (Association of Official Agricultural Chemists) reference method.17

   

  Results and Discussions

  Effect of the resampling time

  Intending to demonstrate the feasibility of the new injector, it was employed to develop a photometric procedure for the determination of ethanol in distilled spirits. Initial assays showed that when using a sampling loop with a volume of 50 μL, the range of linear response did not reach a concentration higher than 15% (v/v) ethanol. Since the sample of interest comprised an ethanol concentration up to 45%, a sampling zone strategy was accomplished15,16 by the implementation of the flow analysis module shown in Figure 4. The results obtained by varying the time interval for resampling are shown in Table 2.

  
    

    [image: Table 2. Effect of the sampling]

  

  It is well known that in a flow analysis system, sample is dispersed into the carrier solution during its displacement through the analytical path, generating a gradient of concentration, so that the signal generated by the detector presents a gaussian with an asymmetrical profile when plotted as a time function. The results shown in Table 2 were achieved by performing the resampling step (step 9, Table 1) on the descending part of the gaussian profile, which was the region of decreasing concentration. When increasing the waiting time for resampling, the angular coefficients (slope) of the linear equations are decreased, thus indicating that a portion of the sample zone that was less concentrated was collected. This effect is consistent with what is expected. Furthermore, a linearity improvement in opposition to slope can be observed. Two distinct facts leading to the same answer can be imagined: reagent insufficient to satisfy the stoichiometry of the reaction, thus resampling a more diluted sample zone compensated this effect; or saturation of the photometer took place since, for a time interval of 10 s, the calculated absorbance for a 50% ethanol solution (v/v) was higher than 1.0. These doubts were clarified with the experiments described in the next sections.

  Effect of the reagent concentration

  The experiments described earlier were performed using a potassium dichromate solution with a concentration of 0.2 mol L-1. To evaluate the effect of the concentration on the development of the reaction, a set of assays was carried out using a potassium dichromate solution with concentrations of 0.05, 0.1, 0.2 and 0.3 mol L-1. It was observed that the response was dependent on the reagent concentration. Using reagent with concentrations of 0.1 and 0.05 mol L-1, the signals generated were similar to the blank up to ethanol concentrations of 10 and 20% (v/v), respectively. The results obtained using dichromate solutions with concentrations of 0.2 and 0.3 mol L-1 are shown in Figure 5, being represented by the following relationships: Absorbance2 = 0.0209X + 0.0113 (r = 0.9977) and Absorbance3 = 0.0279X + 0.015 (r = 0.9938) for dichromate concentrations of 0.2 and 0.3 mol L-1, respectively. The variable X represents the ethanol concentration in terms of percentage (v/v).
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  Since the angular coefficient (slope) of the curve for the concentration of 0.3 mol L-1 is 15% higher than that obtained using the other one, it is possible to surmise that the sensitivity was dependent on the concentration of the chromogenic reagent. Nevertheless, in both cases, the procedure showed linear responses. Considering that sensitivity was not the most important factor because samples had to be diluted on line, the concentration of 0.2 mol L-1 was the chosen one in order to minimize reagent consumption. The use of concentrations higher than 0.2 mol L-1 generates more waste with dichromate and increases the demand for waste treatment. 

  Effect of the acidity on the signal

  Ethanol was oxidized by dichromate in a sulfuric acid medium. So, in order to verify the effect of acidity on the development of the reaction, experiments were done using sulfuric acid solutions with concentrations of 2, 3, 4 and 5 mol L-1. The data shown in Table 3 indicate a sensitivity gain with increasing concentrations of sulfuric acid. Because the linearity of the calibration curve obtained with a concentration of 4 mol L-1 was very good and the sensitivity was sufficient to meet the range of concentrations usually found in samples of distilled spirits, this sulfuric acid concentration was selected. 
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  Effect of the dispersion coil

  In this work, the sampling zone strategy was used to dilute samples exploiting the dispersion effect, which is a function of both the sampling loop and the dispersion coil lengths. The volume of the sampling loop was maintained at 50 μL, and experiments were performed using dispersion coils (Figure 4) with lengths of 20, 30 and 40 cm. The injector waiting time in the position of dilution was programmed to vary from 1.0 to 25.0 s, in increments of 1.0 s.

  The records obtained with the dispersion coil of 20 cm are shown in Figure 6, in which in the ascending part of the records, the repeatability is not good. In this case, the resampling step was performed in regions with higher gradient of concentration, so it was assumed that this feature affected the precision of the results.
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  When analyzing these records, it is possible to note that the precision of the results achieved for resampling time intervals ranging from 9 to 18 s were better, therefore the appropriate time interval for resampling can be chosen within this range. The results obtained using the dispersion coils with lengths of 30 and 40 cm showed profiles similar to those in Figure 6, presenting as the main difference a wider delay time up to the record of the first signal, and a broadening band and a small attenuation on the absorbance values. These observations are consistent with those expected in a flow system based on the sampling zone approach.15,16 Based on the results in Figure 6, the time interval of 14 s was selected for a sample dilution in the proposed procedure.

  Considering the results discussed earlier, a set of parameters that characterize the overall performance of the proposed system was defined and is summarized in Table 4.
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  The wide range of linear response is a remarkable feature, and furthermore, the reagent consumption and waste generation are very low, affording also facility in generating effluent selectively, which was done by separating the part that does not contain dichromate.

  Determination of ethanol in distilled spirits

  Intending to demonstrate the applicability of the injector and the effectiveness of the analytical procedure, the determination of ethanol in several samples of distilled spirits was carried out. In order to accomplish an accuracy assessment of the results, a set of samples was processed using a reference method, yielding the results shown in Table 5.
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  To see whether there was a significant difference between the methods, the paired t-test was applied. The value found for 95% confidence was tcal = 2.17, while the tabulated value for this level of confidence is ttab = 2.45, indicating that there is no significant difference between the sets of results. 

  Features of the new injector

  The results shown in the previous sections can be considered as an indication that the new version of the automatic injector worked effectively. The smaller area of friction between the movable and static parts allowed the use of a small DC motor to displace the central bar in order to carry out the sampling and injection steps. The time interval to displace the movable part between the commuting positions was 3.5 s, which could be considered long compared with the earlier version that was moved using two solenoids.6 While the displacing of the central part was in course, the flow lines were blocked, thus to avoid over pressure and fluid leakage, all valves were shot down (Figure 4). This time interval can be decreased employing a motor with rotation higher than 17 rpm. While the earlier version employed tow solenoid with 10 W of power, the new version employed a DC motor of 4.8 W. Both devices can be controlled using same electronic interface, thus the new version presented advantage concerning energy consumption.

  In the earlier version of the injector, the tubes used as flow lines were attached using as fitting pieces of Tygon tubing glued to injector parts. In the new version, the flow lines were attached using ring-seal of rubber that facility the removing for maintenance. The maintenance of the injector movable part was carried out weekly lubricating with silicon grease.

   

  Conclusion

  The results obtained show that the proposed injector may be used as an alternative to conventional one. Its robustness was ascertained by using it for six months with no need of replacing any part, excepting the silicon rubber strip rubber glued onto the movable part of the injector that was replaced only once. The results obtained by analyzing samples of distilled spirits demonstrated the effectiveness of the proposed device, thus indicating that it can be considered a reliable tool for the development of automatic analytical procedures. In addition, the proposed flow analysis module associating the automatic injector to a set of solenoid valves added the advantages of reducing reagent consumption and the generation of effluent, and also allowing the selective generation of effluents with and without dichromate. Therefore, it is possible to conclude that the proposed system, as a whole, aggregated advantages over previously proposed procedure,8 especially in the case of waste generation.
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    O objetivo deste estudo foi classificar amostras de comprimidos contendo dipirona, cafeína e orfenadrina usando espectroscopia no infravermelho próximo e técnicas quimiométricas. O conjunto de dados foi de 300 espectros de amostras de três comprimidos por lote e quatro diferentes produtores. O pré-processamento foi realizado pelo algoritmo Savitzky-Golay com primeira derivada, janela de 17 pontos e polinômio de segunda ordem. A classificação dos comprimidos foi conduzida usando modelos quimiométricas baseados na análise de componentes principais (PCA), modelagem independente flexível por analogias de classes (SIMCA), algoritmo genético- (GA-LDA) e algoritmo das projeções sucessivas-análise discriminante linear (SPA-LDA). Pela análise PCA, observou-se agrupamentos para cada conjunto de comprimidos. Para o modelo SIMCA, utilizou-se 15 e 30 medidas espectrais para o conjunto de treinamento dos medicamentos similares e de referência, respectivamente. Para o modelo GA-LDA, utilizou-se 12 variáveis, enquanto que o modelo SPA-LDA selecionou somente dois comprimentos de onda, 1572 e 1933 nm. Os modelos classificaram corretamente todas as amostras. A metodologia permitiu uma classificação rápida e não destrutiva das amostras e sem necessidade de determinações analíticas convencionais.

  

   

  
    The objective of this study was to classify samples of tablets containing dipyrone, caffeine and orphenadrine using near infrared (NIR) spectroscopy and chemometric techniques. The data set had 300 spectra of samples from three tablets per batch and four different manufacturers. The pre-processing was accomplished by Savitzky-Golay algorithm with the first derivative, window with 17 points and second-order polynomial. The tablet classification was performed using chemometric models based on principal component analysis (PCA), soft independent modeling of class analogies (SIMCA), genetic algorithm- (GA-LDA) and successive projection algorithm-linear discriminant analysis (SPA-LDA). For PCA analysis, clusters were observed for each group of tablets. The SIMCA model was built using 15 and 30 spectral measures for the training set of similar drugs and reference drugs, respectively. The GA-LDA model used 12 variables, whereas SPA-LDA selected only two wavelengths, 1572 and 1933 nm. The methodology allowed a quick and non-destructive classification of the tablets and without the need for conventional analytical determinations.

    Keywords: chemometrics, drug screening, near infrared spectroscopy, pharmaceuticals, quality control

  

   

   

  Introduction

  Counterfeiting of medicines is part of a broader process involving the distribution of drugs that do not meet the standards of quality, safety and efficacy. According to the World Health Organization (WHO), spurious/falsely-labeled/falsified/counterfeit (SFFC) medicines are those wrongly labeled, deliberately or misleading with respect to their identity or source. Tampering includes reference, similar generic products and may include products with correct, incorrect, insufficient or missing and/or with fake packaging active ingredients.1-3

  In most of the developed countries with effective systems of regulation and market control (i.e., United States, Australia, Canada, Japan, New Zealand and most European Union countries), the incidence of SFFC drugs is low, less than 1% of the market, according to estimates from the countries concerned.3,4 In contrast, the highest incidence occurs in regions where the regulatory and supervisory systems are weak. In some developing countries, the SFFC drugs reach alarming 25% of the local market, which represents about 10% of the global pharmaceutical market.4,5

  Due to high amount of fraud and risk posed by these drugs, pharmaceutical products (medicines, cosmetics and related) have been subjected to safety requirements and quality assurance through technical regulations set by government authorities. These regulations are supported by voluntary technical activities that contribute to the quality of products, such as ISO 9001 standard.5

  In Brazil, the inspection agencies seized SFFC drugs, among them contraceptives, antibiotics and painkillers, more often containing dipyrone in the composition.6 These drugs continue to be subject to forgery by their popularity and acceptance due to the high levels of marketing and consumption.

  According to information publicly provided by the Boehringer Ingelheim Company, three main substances of the class of painkillers, that although being different molecules have the same purpose of pain sedation, holds 95% of the Brazilian market. Drugs with dipyrone lead with 39%, followed by paracetamol with 30% and aspirin with 26% of the market.

  Dipyrone (sodium salt of 1-phenyl-2,3-dimethyl-4-methylaminomethane sulphonate-5-pyrazolone) is a therapeutic agent commonly used as analgesic, antipyretic and antispasmodic in various pharmaceutical formulations. Restricted in some countries like the United States, dipyrone is commercially available in Brazil mainly due to its strong analgesic effect and relatively low cost.6-10 In some drugs, dipyrone is present in association with orphenadrine [(RS)-N, N-dimethyl-2-[(2-methylphenyl) phenylmethoxy]ethanamine dihydrogen 2-hydroxypropane-1,2,3-tricarboxylate], analgesic with weak antihistaminic property, useful for relieving pain associated with traumatic or inflammatory muscle contractions,11 and with caffeine (1,3,7-trimethylxanthine), an alkaloid responsible for promoting increased alert capacity and reduced fatigue,10,12-14 and further has central stimulating action and may exacerbate the excitatory symptoms of both previous drugs.

  According to Santos et al.,7 in samples with two or more active ingredients present in a single formulation, the quantification must be performed by high performance liquid chromatography (HPLC) with UV detection. Although presenting accuracy and precision, the official method in question is also characterized by being laborious and expensive, often requiring pre-treatment of samples, ultra-pure reagents and specialized operators, and sample degradation and production of organic waste harmful to the environment take place.15

  However, numerous other analytical techniques have been proposed for the analysis of drugs, among which the near infrared (NIR) spectroscopy,16-20 a rapid and non-destructive technique based on the absorption of electromagnetic radiation between 14000 and 4000 cm-1 (780 to 2500 nm).

  The use of multiple analytical channels in the acquisition of chemical information for samples, as NIR spectroscopy, may be adequately exploited using multivariate analysis, extracting as much information as possible of data sets. In this context, pattern recognition techniques and NIR spectroscopy have been reported for the development of screening methodology for quality control of various matrices as fuel,20-23 drink24 and food.25

  Soft independent modeling of class analogies (SIMCA)26 is a well known supervised pattern recognition method that uses principal component analysis (PCA) to model the hyperspace of each class. The PCA method promotes compression of a large data set and the variance is concentrated in few variables called principal components, i.e., for a set of k objects measured in sensors j generating the matrix Xkxj, PCA reduced the matrix X into a product of two other arrays of low dimensionality TkxA (scores) and LjxA (loadings). The new variables in T present the advantage of being mutually orthogonal and A represents the number of new variables considered to be significant for the model of each class. The classification of new samples is carried out by means of an F-test at a given significance level.

  The new variables present advantage of being mutually orthogonal, allowing the use of all spectral information in the construction of the SIMCA model, known as full spectrum method. This characteristic permits the detection of anomalous samples or outliers, present in the data set.26,27

  However, when employing full spectrum in the construction of mathematic models, many variables are redundant and/or non-informative, and their inclusion may affect the quality of the final model. Currently, a well-succeeded alternative to overcome this drawback is the use of variable selection techniques.28-31

  Among the various variable selection techniques, the genetic algorithm (GA), proposed in the 1960's by John H. Holland, is one of the most widespread.32 The GA algorithm is mathematically based on the mechanisms of the Theory of Natural Selection by Charles R. Darwin to optimize complex systems,33,34 seeking to replicate the evolution of the biological mechanism, exploiting all its advantages.

  Araújo et al.35 proposed the successive projection algorithm (SPA) to the variable selection in multiple linear regression (MLR). The SPA algorithm is the forward algorithm, with restriction that the selected variable in each interation is the least collinear to other selected variables. Pontes et al.36 have proposed modification in SPA so that it could be coupled with linear discriminant analysis (LDA) in the variable selection to solve classification problems, that is showing satisfactory performance with respect to the classification of various matrices such as beer,37 soils38 and quantitative structure-activity relationship (QSAR) modeling.39

  Thus, the aim of this work was to develop a simple method for classification of drugs containing dipyrone, orphenadrine and caffeine by their identification and grouping by manufacturers, because in many cases the substitution of a more expensive product by cheaper ones is a clear case of falsification. This study used NIR spectroscopy combined with chemometric techniques for exploratory and classification analysis, with variable selection techniques.

   

  Experimental

  Samples

  Tablets containing dipyrone (300 mg), caffeine (50 mg) and orphenadrine (35 mg) were acquired in pharmacies from Ceará and Paraíba States (Brazil). The samples belong to four different brands, being one of reference (R) and three similar (S1, S2 and S3), with different excipients (Table 1) and manufacturing process. Three tablets per batch were analyzed, 20 batches of reference and 10 batches for each similar brand.
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  NIR spectra acquisition

  Diffuse reflectance spectral measurements were performed, without any previous sample treatments or use of chemical reagents, using the XDS Rapid ContentTM Analyzer (FOSS), with 0.5 nm spectral resolution, equipped with holographic net and Si and PbS detection systems. Sample spectra were obtained on both sides of each of the tablets in the spectral range from 400 to 2500 nm.

  Chemometric study

  The spectra were preprocessed by a priori selection at the interval between 1100 and 2500 nm as work spectral region. To remove noise and baseline adjust, the spectra were then treated using the Savitzky-Golay algorithm with first derivative,40 window of 17 points and second order polynomial in the Unscrambler 9.8 software.

  The Kennard-Stone (KS) algorithm41 was used to partition the data set into training (75 samples, being 15 S1, 15 S2, 15 S3 and 30 R), validation (25 samples, being 5 S1, 5 S2, 5 S3 and 10 R) and test (50 samples, being 10 S1, 10 S2, 10 S3 and 20 R) for construction and validation of the SIMCA, GA-LDA and SPA-LDA models.

  The training set was used to obtain model parameters, and the validation set was used to choose the best number of the PCs for each class in the SIMCA model. In the GA-LDA and SPA-LDA models, the validation set was used to guide the variable selection, a strategy to avoid overfitting.42 The test set comprises external samples to the model and was used to evaluate the discriminant capacity of the final model.

  GA-LDA was used to select variables employing the G function as cost function. The mutation and reproduction probabilities were kept constant, 10 and 60%, respectively. The initial population was 100 individuals, with 50 generations. SPA-LDA was used in the standard conditions, as previously described.36,37

   

  Results and Discussion

  Figure 1a shows the raw diffuse reflectance spectra of the 150 samples, average of two spectra (two sides of the same tablet) in the range 1100 to 2500 nm, obtained under 0.5 nm resolution. The baseline variation was corrected using the Savitzky-Golay filter with first derivative, window of 17 points and second-order polynomial. Pre-processed spectra are shown in Figure 1b.
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  Exploratory data analysis

  A study of unsupervised pattern recognition was conducted using PCA. PCA was used to evaluate the discriminating power of the spectra with respect to drug manufactures (similar or reference drugs).

  Figure 2a details the graphical representation of the scores of PC1 versus PC2 of the NIR preprocessed spectra. The cumulative variance in the first two PCs is 91%, being possible to observe a separation with no overlapping of the classes of drugs addressed in this case study.
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  It is possible to observe based on Figure 2a that S2, S3 and R classes are discriminated in PC1, although the S1 and S2 classes are overlapped. In Figure 2b, it was observed that three wavelengths (1650, 1934 and 2139 nm) were more informative in PC1.

  The wavelength 1650 nm can be associated to the first overtone of aromatics31 certainly due to functional groups of active products. At 1934 nm, transitions such as the second overtone of carbonyl, OH of water or RCO2H, RC2HR' and CONH2 groups take place.31 The transitions at 2139 nm are associated to ROH and combination bands of CONH2(R).31

  The excipient chemical composition of the S2, S3 and R drugs presents at least one different compound, explaining the non-overlapping of the classes in PC1. However, all excipients in S1 are also in S2 (Table 1) perhaps due to similarities of composition, the overlapping between S1 and S2 occurred in PC1.

  On the other hand, S2 presents more excipients than S1, and the differences are sodium starch glycolate, silicon dioxide, disodium edetate, lactose and sodium metabisulfite. The presence of these excipients explains the non-overlapping between S1 and S2 in PC2 (Figure 2a).

  The loading graphs in PC2 (gray dash in Figure 2b) present two more significant wavelengths: at 1573 nm that occurs in the region of the first aromatic overtone, and at 1396 nm with information about the first overtone transitions of CH3, CH2 and CH, ArOH, ROH, H2O and NH, that permits to discriminate the S1 and S2 drugs.

  SIMCA classification

  After the data partition, a study of the supervised pattern recognition was performed using the SIMCA technique at 75, 95 and 99% statistical significance, using the full spectral range and validation by test series. All samples were correctly classified at the three levels of statistical significance employed. The SIMCA models of R, S1 and S2 were constructed with 4 PCs and S3 with 5 PCs.

  The results denote the potentiality of the NIR spectrometry to identify the counterfeit drugs. However, the use of wide spectral ranges, as in this case, makes the process of data modeling expensive at the computational viewpoint. Therefore, the possibility of obtaining similar results to the full spectrum using a representative subset of variables was investigated, making final models more parsimonious and interpretable.

  GA-LDA classification

  Using the genetic algorithm coupled with LDA model, it was selected 12 variables among the 2784 available, and these are highlighted in the average spectrum of all the others (Figure 3a).
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  The variables selected by GA are spread throughout the spectrum in regions as the second overtone of CH around 1200 nm, the first overtone of CH and SH, and also in combination with the overtone region of CH around 2200 nm.

  Using the 12 selected wavelengths, it was obtained the Fisher scores for all the samples of the data set (Figure 3b). The Fisher scores consist in the linear combination of selected variables. Vector constants of the linear combination obtained with training set samples minimize intra-class variance and maximize inter-class variance.43

  There is an even greater effect of homogeneity between classes, being obtained no misclassification, using only the 12 wavelengths selected by GA in the LDA modeling.

  SPA-LDA classification

  Figure 4 shows the screen plot associated with the variable selection with SPA-LDA, whose cost function minimum point was obtained with only two wavelengths.
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  The wavelengths selected by SPA-LDA were 1572 and 1933 nm (Figure 5a). Around 1572 nm, it takes place the ArCH transition and the first overtone of NH and OH,31 and it is possible to observe a good inter-class separation with just this variable (Figure 5b). The discrimination inter-class is increased with the bivariate projection between 1572 and 1933 nm, in which occur transitions of second overtone of carbonyl, OH in water, and RCO2H, RC2HR', CONH2 groups.31
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  Ethanol (OH transition) and povidone (NH transition) present in the similar drugs and absent in the reference drug certainly contribute to the discrimination between the samples. Similar drug S2 appears far from S1 and S3 in the subspace defined by selected variables in the SPA-LDA algorithm, reflecting its greater complexity in terms of excipient composition (Table 1). On the other hand, the presence of sodium starch glycolate only in S2 and R makes them nearer (Figure 5b).

  S1 and S3 drugs are similar in terms of excipient composition, and so, appear as near groups in the Figure 5b. The difference between these drugs is the presence of talc in S3 and cellulose in S1.

  Such characteristics in the only two variables selected by SPA were successful enough to discriminate groups of drugs in this study, whose models are simple and with 100% correct classification.

   

  Conclusions

  A classification method based on the modeling of NIR spectra with PCA, SIMCA and LDA with SPA and AG variable selection allowed a successful differentiation of the groups of the same drug, belonging to different brands. Thus, this method can be applied in the multiple identification of drugs contained in a single medicine, with use in the pharmaceutical industry as well as in the agencies that combat drugs counterfeiting.

  The use of the GA-LDA and SPA-LDA methods allowed the homogeneous visualization of the classes using only 12 and 2 variables, respectively, with 100% correct classification, obtaining similar results to the full spectrum.
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    A quantificação de compostos butílicos de estanho (BTs) em matrizes ambientais pode ser afetada pela ocorrência de interferentes encontrados em matrizes complexas tais como sedimentos e tecidos biológicos. O presente estudo investigou o efeito matriz em procedimentos analíticos para quantificação e especiação de BTs (TBT, DBT e MBT) em sedimentos e em dois tecidos (brânquias e fígado) de peixe, utilizando a técnica de cromatografia a gás com detecção fotométrica de chama pulsante (GC-PFPD). Diferentemente dos sedimentos avaliados, um efeito matriz significativo foi observado para os tecidos de peixe investigados, indicando que a quantificação de BTs deve ser realizada através da curva construída na matriz para evitar, dessa forma, erros de quantificação e redução da precisão analítica.

  

   

  
    Butyltin (BTs) quantification in environmental matrices can be affected by interfering species found primarily in complex matrices, such as sediment and biota tissues. This study investigated matrix effects in analytical procedures for butyltin (TBT, DBT and MBT) quantification and speciation in sediments and in two fish tissues (gill and liver) by gas chromatography with pulsed flame photometric detection (GC-PFPD) analysis. Unlike sediment samples, tissues exhibited a significant matrix effect, thus, the quantification should be made by curve over matrix to avoid quantification errors and loss of analytical accuracy.
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  Introduction

  Butyltin compounds (BTs) are a group of organic contaminants characterized by a tin atom (Sn) covalently bound to one or more butyl substituents.1 These compounds are utilized in many applications. However, their use has resulted in significant amounts of BT residues entering the ecosystem, mainly aquatic environments in which they can be found in the water, suspended particulate matter (SPM) and biota,2 even after tributyltin (TBT) was banned as an antifouling paint agent in 2008.3,4 Attention has been focused on BTs in biological matrices due to their toxic effects on aquatic life even at lower concentrations (ng L-1).5 Due to their hydrophobicity,6 BTs are mainly found in sediments in aquatic systems and are particularly accessible for organisms in direct contact with the bottom.7

  Several studies regarding TBT toxicity in fish have been reported,8-10 and studies of demersal and detritivorous fishes, such as catfishes, have become important for the assessment of contaminant levels and potential risk to the aquatic trophic chain. In these organisms, butyltin residues are preferentially accumulated in liver tissues; thus, the monitoring of this organ for contamination is important.11 In addition to the liver, muscle tissue has also been used for BT analysis.12 Furthermore, the accumulation of contaminants in gills13 is less frequently tested but it is also important to assess butyltin buildup from water and SPM.

  The evaluation of the environmental impact of butyltins requires the development of accurate and precise analytical methods for several sample types, including speciation analysis of biological samples, which is a challenging task.14 Sample extracts with high levels of organic matter or fats can contain substances that are co-extracted and deposited on the chromatographic column, reducing the efficiency of the separation. To minimize these interferences, a clean-up step, usually involving silica gel (Si−OH active sites), alumina (Al−OH active sites) and Florisil (for matrices with high lipid levels), is strongly suggested in addition to derivatization.15

  Selective analyses of butyltins are based on chromatographic separation with a selective detection method, such as flame photometric detection (FPD), pulsed flame photometric detection (PFPD) or mass spectrometry (MS).1,5,16-18 In addition, considering the time spent for BT analysis, the analytical method must be validated to check its accuracy.19-21 The selectivity, specificity, linearity and linear range as well as the quantification accuracy are evaluated using an internal standard (IS) and a certified reference material (CRM) to test accuracy and precision.19 A recovery assay is usually prepared using a surrogate, a compound that is chemically very similar to butyltins (TBT, DBT and MBT) but is not naturally present in samples.20,22

  An important analytical parameter in BT analysis is the overestimation of analyte concentrations due to matrix effects in the chromatographic system, which is common for biological matrices.22 This effect can lead to an increase or decrease in the chromatographic response to butyltin analytes prepared in the sample matrix versus solvent.18 During the chromatographic analysis, these effects can be observed as false-negative and false-positive peaks as well as a decrease in the detector signal for real samples compared with the analyte prepared in solvent.23,24 The matrix effect can manifest itself as an increase in the tested mass,18 or as a blockage of active sites on the injector by matrix compounds and possible degradation or adsorption of analytes,25,26 resulting in an increase or decrease in the detector response.27 As a consequence of these issues, the matrix effect is considered to be one of the most significant sources of error in analytical measurements and must be accounted for in studies involving organotin compounds, particularly in biota samples.28 Most studies involving this analytical parameter have cited the presence/absence of a matrix effect but do not clearly describe this effect.

  In this study, our group presents quality control procedures for a current method for BT quantification in estuarine sediments and fish tissues. This study focuses on matrix effects present in these two types of environmental samples and their interference on the analytical system. Currently, there are few studies evaluating butyltin quantification, and this research is important to assess the real impact of these compounds on organisms and their associated environment.

   

  Experimental

  Reagents

  The organotins TBT (96% tributyltin chloride), DBT (96% dibutyltin dichloride), MBT (95% butyltin trichloride), TPrT (98% tripropyltin chloride) and TeBT (96% tetrabutyltin) were purchased from Sigma-Aldrich (Milwaukee, WI, USA). Neutral aluminum oxide and Grignard reagent (2 mol L-1 pentylmagnesium bromide in diethyl ether) were also obtained from Sigma-Aldrich. Methanol, hydrochloric acid, sulfuric acid, acetic acid, sodium hydroxide and anhydrous sodium sulfate were purchased from JT Baker (Xalostoc, Mexico). Hexane and toluene were acquired from Mallinckrodt (Xalostoc, Mexico). Ammonium pyrrolidine dithiocarbamate (98% APDC) was purchased from Fluka (St. Gallen, Switzerland). Certificated reference material ERM-CE477 (mussel tissue) was purchased from European Reference Materials (Institute for Reference Materials and Measurements, Geel, Belgium) and PACS-2 (marine sediment reference material) was obtained from the National Research Council of Canada (Ottawa, Canada).

  Sample preparation and BT stock solutions

  The estuarine catfish Cathorops spixii (Siluriformes, Ariidae) was collected at Guaratuba Bay (S25º49' W48º36') in Paraná State, South of Brazil. A total of 30 fish were sampled, frozen and transported to the laboratory. Gills and livers were removed and mixed by vortexing for the procedure validation tests. Sediments were sampled in the São Vicente Estuary (S23º58' W46º23') in São Paulo State, Southeast of Brazil. Sediment samples were homogenized and sieved (< 63 μm) in the laboratory for fine particle analysis.

  The butyltin chloride stock solutions were prepared in hexane at concentrations of 5 μg mL-1 MBT, 6 μg mL-1 DBT and 4 μg mL-1 TBT. Surrogate (TPrT) and internal standard (IS) stock solutions were 6 and 10 μg mL-1, respectively. These solutions were stored at −20 ºC in the dark and used for a period of six months.

  Analysis

  The utilized methods were based on previous studies reported in the literature.15,29,30 The method for sediment samples was developed by Godoi et al.15, and the method for fish tissues was adapted from a method proposed by Cristale et al.30 using 0.5 g of fresh tissue. The procedures for both methods were performed in triplicate (n = 3) for all tested analytical parameters. The tripropyltin (TPrT) surrogate compound was added at a concentration of 300 ng g-1 to samples prior to the extraction step (12 h before). The tetrabutyltin (TeBT) internal standard was added at a concentration of 1000 ng g-1 to the final extracts. The extraction of lipid content was based on the method proposed by Folch et al.31 using a mixture of methanol and chloroform (2:1).

  Apparatus

  The extracts were analyzed using gas chromatography. A Varian Agilent 3800 (Walnut Creek, USA) equipped with a pulsed flame photometric detector using a tin filter (610 nm) and a low polarity VF5 capillary column (30 m × 0.25 mm × 0.25 μm; Varian, Walnut Creek, USA) were employed and the setup with the following temperature program was used: 130 ºC (1 min), 130-280 ºC (10 ºC min-1) and 280 ºC (4 min); injection mode: splitless (1 min); injection volume: 2 mL; detector temperature: 300 ºC; injector temperature: 250 ºC; and hydrogen carrier gas at a flow rate of 1.7 mL min-1.

  Quality control

  Linearity was calculated according to the linear interval method proposed by Huber,32 and described by Cristale et al.30 Values below this confidence interval were rejected. Limits of detection (LOD) and limits of quantification (LOQ) for the analytical system (GC-PFPD) were based on the Huber test32 in which the first note of linearity was considered to be LOD, and the first point in linearity was considered to be the LOQ.

  The Thier and Zeumer33 determination was used for LOD, considering Student's t-value (tn95%) using three degrees of freedom and a confidence level of 0.05, the system sensitivity (S), the standard deviation of a low spiked level ( A) and blank ( B) and the number of spiked determinations (m) and blank measurements (n). LOQ was based on the lower spiked value, in which the recovery was above 70% (accuracy) and the relative standard deviation (RSD) was below 20% (precision).

  Quality control was conducted using blanks, treated in the same manner as the samples, as well as the internal standard TeBT and surrogate TPrT. The accuracy and precision of the method were checked using mussel tissue ERM-CE477 for fish tissues and PACS-2 for sediment. Spiked tissues and sediments were also investigated at three different recovery levels on the calibration curve.

  Matrix effects

  Matrix effects were determined by adding data points to the calibration curve (n = 5) for liver and gill samples (n = 5) and sediment samples (n = 7) post-extraction. Then, the effect was measured based on the angular coefficient of the regression curve according to Thompson et al.19 to verify a positive or negative influence on the results. This influence was calculated based on differences between the matrix and solvent angular coefficients multiplied by 100 or the point-by-point RSD of area/concentration values obtained from the matrix and solvent curves.26 The effect was considered to be significant if the obtained difference was above 10% for the angular coefficient method and above 20% for the RSD (%) method. A t-test was also applied with a significance level of 95% for significant differences between slopes of the curves.34

   

  Results and Discussion

  For all of the tested BTs, the system linearity and the calibration curves were linear in the interval between 0.033 and 11.880 μg mL−1. The correlation coefficients (R2) of the calibration curves were above 0.95, and all of the curves were obtained using the internal standard TeBT. The LOD and LOQ values for the GC-PFPD method and for the tested methods are presented in Table 1.
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  The limits of detection observed in other studies involving BT analyses of sediment and fish are generally lower than the LOD value found in this study. Thus, the tested method, which uses a Grignard reagent and extraction with toluene/methanol, does not produce the highest analytical sensitivity for BTs in these matrices. In some cases, the use of a Grignard reagent as the derivatization agent can generate higher LODs for butyltin compounds in biological samples compared with ethylation with NaBEt4,35 mainly for MBT.36 However, the quality control parameters can permit the safe application of our method because environmental and toxic levels of BTs are usually above the determined limit of quantification. Furthermore, the applied quality control procedures can assure the stringency of results using strict statistical parameters for determination of limit of detection instead of signal/noise parameters.21,37 Previous studies using the same analytical system30,38 have found that the intermediate analytical response is reproducible for butyltin standards using GC-PFPD and the same analytical method.39

  Tissue blanks were analyzed, and butyltin concentrations were not detectable for C. spixii liver or gills or for sediment samples used for quality control. For fish tissues, the evaluation of the accuracy and precision using the certified reference material resulted in recoveries of 98 ± 12, 61 ± 18 and 32 ± 6% for TBT, DBT and MBT, respectively. The recovery interval must fall between 50-150%,21,40 so the obtained values satisfy the quality control parameters, with the exception of that for MBT. Lower analytical response is usually observed for MBT due to its higher polarity.41 Lower recoveries of DBT, as well as broader peaks, are generally due to the interaction of this BT with other co-extracted compounds present in biotic samples.42 The presence of foams and colloidal interfaces observed between the aqueous and organic phases can also reduce the BT recoveries and the reproducibility of the measurements.34

  To obtain a realistic recovery in the absence of certified reference material for the fish tissues, spiked samples of blank fish tissues were also used for the recovery assay. The assay results ranged from 60 ± 7 to 95 ± 8% for gill samples and from 65 ± 2 to 88 ± 1% for liver samples spiked at 3 points on the calibration curve (33-196 ng g-1). These recoveries are acceptable for complex matrices, such as biological samples,21 in which the lipid content can reduce the recovery efficiency. Lipid contents in the samples were approximately 7 and 2% in liver and gill tissues, respectively. Fats present in fish tissues can remain in the extract even after a clean-up step and consequently influence the chromatographic response, affecting the detection of butyltin compounds. Although lipid content and analyte adsorption in the matrix can decrease the recoveries, the use of a surrogate compound, i.e., TPrT, in each analysis can reduce potential errors. In these samples, surrogate (TPrT) recoveries were above 70% for both matrices and represent good method efficiency.

  For sediment samples, the CRM analysis (PACS-2) using the method proposed by Godoi et al.15 obtained recoveries between 98 ± 0.2 and 110 ± 0.13%, and the three spiked samples resulted in recoveries above 70% with RSD values below 20%. The RSD values for these samples are sometimes used to verify the matrix effect when values are considered to be high (above 20%).43

  The matrix effect on the BT analyses has been discussed in the literature since 1990; however, these studies focused on the significant variations among the responses of the chromatographic system in different matrices when the same analytical method was applied. These studies do not address the different analytical response for a standard prepared in solvent and spiked matrices. The quantification is usually made based on calibration curves for standards prepared in solvents, resulting in significant quantification errors for samples prepared in interfering matrices.

  As previously discussed, the matrix effect for a chromatographic system can result from the analytical method and the selected quantification system, as well as the presence of other matrix contaminants and components, such as organic matter, fats and hydrocarbons. The term "matrix effect" is also used to refer to the recovery of spiked samples compared with the recovery of an analyte from blanks,42-46 or to the evaluation of interfering compounds at the same retention time as the analytes.

  In the present study, chromatograms of BTs prepared in solvent and in the investigated matrices (sediment and fish tissues) do not exhibit differences in the retention times of analytes (Figure 1 and Table 2), and interfering peaks are only observed for sediment samples (Figure 1b) co-eluting with TPrT and TBT analyte peaks.
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  The matrix effect was observed for TBT in fish tissues when the calibration curves were overlapped (Figure 2), primarily in liver samples, and the signal intensity decreases. Tang and Wang18 reported the same effect using the muscle of the milkfish (Chanos chanos); the effect was due to decrease ethylation (NaBEt4) of organotins (butyltin and phenyltin compounds), which preferentially bond to cations and matrix sites. Thus, derivatized matrix components can occupy active sites during standard analysis,24 and an internal standard and/or spiked sample are commonly used to reduce matrix effects caused by analyte losses during analytical procedures.47
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  Matrix effects can lead to systematic errors that affect both the intercept and slope of the calibration curves.46 When the evaluation method of Thompson et al.19 was applied, a negative effect on TBT (−37.5%), DBT (−22.2%) and TPrT (−28.5%) angular coefficient curves was observed in liver tissues (Table 2). The slopes were also compared using the t-test,34 and there was a significant difference (t-values higher than critical values) for the same analytes and tissue using the Thompson method. These results for liver tissue suggest that the matrix effect is not only matrix-dependent but is also partially due to the chemical structure of each BT compound.23

  The matrix effect was not observed using this method for TBT and DBT in gill samples based on the results presented in Figures 3a and 3b; an RSD value above 20% was found for some tested concentrations. The same RSD was found for MBT once matrix effect of liver tissues was observed in three points of curve as shown on Figure 3a. Differences above 20% RSD have been previously reported for fish tissues quantified by GC-FPD, resulting in different slopes for solvent and matrix calibration curves as well as MBT recovery below the confidence level and LOQ between 20 and 30 ng g-1.48
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  The matrix effect for sediment samples was not observed when based on a difference in response of less than 10% for the angular coefficients (Table 2) and RSD values below 20% (Figure 3c). However, the analytical performance for MBT was worse than that for other BTs, i.e., lower recoveries. According to Ceulemans and Adams,44 the higher sulfur content, as well as the presence of greater amounts of organic matter frequently found in estuarine environments, can strongly affect MBT extraction from sediments, suppressing the analyte signal.22 Thus, MBT extraction depends on the sample composition,49 and co-elution at the same retention time can be observed.17 In Figure 1, some sulfur interference can be observed in the chromatogram for the sediment, but co-elution occurs with TPrT and TBT, not MBT; this result is a potential focus for further studies using the tested method.

  The comparison of the results of this study with those reported in the literature indicates that the absence of the matrix effect in the tested sediment samples and the interference of biological matrices during analysis using PFPD are likely the result of variations in extraction/derivatization efficiency or due to the use of different analytical systems. In complex matrices, the derivatization step with a Grignard reagent was reported as affecting the BT chromatographic response.17 Matrix interference was also previously observed in studies involving the BT determination using photometric detectors with different speciation methods, resulting in 40% higher response for fish tissues.48,50 In contrast, the matrix effect was not observed in biota samples using GC-PFPD for extraction based on solid phase micro extration (SPME),5,17 demonstrating that the extraction method and the detection system can reduce the matrix effect.24,27,51

  Less interference and higher selectivity were reported for pesticide analysis using PFPD analysis versus mass spectrometry (MS).48 According to Pinho et al.24, the MS detector can increase the matrix effect due to the metallic surface and combustion step that are not present on the photometric detectors in PFPD. However, the matrix effect with spectrometric detectors can be reduced using extraction procedures that improve the selectivity.51 The reduced injection volume (2 μL) did not appear to have an influence on the matrix effects observed (fish tissues) and not observed (sediments) in the analytical system, and the mass of sample may also be investigated.

  The observed differences in chromatographic response for fish tissues can lead to errors in the quantification of these compounds at reduced environmental concentrations, and their effect on the analytical system can reduce the method sensitivity.52 This issue is significant for BTs due to the banning of TBT after 2008; BT concentrations in the aquatic environment have experienced a considerable decrease, and the safe quantification of these compounds at lower levels is essential for determining toxic levels for aquatic organisms.

   

  Conclusions

  The method tested in this study can be applied to environmental samples of estuarine fish based on results obtained for quality control procedures for both types of tissues (liver and gills) used for BT analysis. Using GC-PFPD analysis, the matrix effect was observed in fish tissues but was absent in sediments. Although no matrix effect was observed for sediment samples, further studies will examine the interfering peaks observed in the sediment chromatogram by evaluating different estuarine sediment compositions of organic matter and sulfur. The establishment of a method based on quality control and the evaluation of matrix effects will improve the accuracy of analytical results, helping future environmental studies to determine the real impact of BT compounds in estuarine systems and nearby human communities.
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    Ésteres dos ácidos mandélico, atrolático e lático com o (S)-2-metil-1-butanol foram examinados como derivados diastereoméricos para análise estereoquímica por ressonância nuclear magnética (NMR) de 1H a 300 MHz dos ácidos mencionados. Diastereômeros destes ésteres apresentaram ressonâncias com diferenças evidentes na região de absorção do grupo metilena alquílico (O-CH2-CH). Por análise dos espectros dos derivados, nesta região, foram atribuídas suas configurações absolutas, especificadas as absorções dos hidrogênios pró-R e pró-S do grupo metilena e determinadas as composições enantioméricas dos ácidos de origem parcialmente resolvidos.

  

   

  
    The mandelic, atrolactic and lactic acid esters of the (S)-2-methyl-1-butanol were examined as diastereomeric derivatives for the stereochemical analysis of the mentioned acids by 1H nuclear magnetic resonance (NMR) at 300 MHz. The diastereomeric esters showed distinctive signals in the methylenic absorption range (O-CH2-CH) of the alcoholic moieties. By spectral analysis at this region, absolute configurations were attributed, chemical shifts of the correspondent pro-(R) and pro-(S) hydrogens from the methylene group of the alcohol moiety were assigned and enantiomeric compositions were determined for the original partially resolved acids.

    Keywords: absolute configuration, enantiomeric composition, NMR spectroscopy, chiral hydroxyacid, chiral primary alcohol

  

   

   

  Introduction

  A general procedure for the enantiomeric composition of chiral alcohols (and acids) consists in the conversion of the enantiomers into a diastereomeric ester mixture, by using an enantiomerically pure chiral acid (or chiral alcohol) and examining the resultant mixture by nuclear magnetic resonance (1H NMR) spectroscopy.1-4 Those conversions are also used for assignment of chiral alcohol (and acid) configurations.5,6

  An empirical correlation between the configuration and the observed resonances for esters of such acids as the mandelic, atrolactic, α-methoxy-α-(trifluoromethyl) phenylacetic and O-methylmandelic5 has been used for the deduction of the absolute configuration of the secondary alcohols from which they were prepared. This correlation was extended7 to valine esters and applied for the stereochemical analysis of some primary chiral alcohols. 1H NMR spectroscopy of 2-methyl-1-alkanol valine ester derivatives showed that geminal diastereotopic protons, in O-CH2-CH of the alcoholic moiety, display measurable chemical shift non-equivalents for their epimers, at 300 MHz. The chemical shifts caused by HR and HS protons, around 4 ppm, were farther from each other for one of the valine ester enantiomer while were closer from each other for the correspondent epimer.

  To extend the procedure to other derivatives, it seemed interesting to inspect esters of the primary chiral alcohol with mandelic, atrolactic and lactic acids, this last an inexpensive chiral α-hydroxyacid. The referred NMR features led to infer the configuration, assign the HR and HS resonances and determine the enantiomeric composition of the original acid.

   

  Experimental

  Instruments

  Melting points were determined in a Thomas-Hoover apparatus and are uncorrected. Infrared spectra were obtained in a Perkin Elmer-283B spectrometer. Optical rotations were determined in a Zeiss polarimeter. Proton magnetic resonance (1H NMR) spectra were recorded on a Varian Gemini (300 MHz) spectrometer, using approximately 0.2 mol L-1 solutions in CDCl3 and the following conditions: spectral width 4,500 Hz; pulse width 9.1 μs; flip angle 45º; acquisition time 1.767 s; no recycle delay; number of transients 128. Reported chemical shifts (δ units) are in ppm from internal TMS (tetramethylsilane), coupling constants (J) are in hertz, multiplicity are indicated as s, d, t, q, m, respectively for singlet, doublet, triplet, quartet and multiplet, and the ABX patterns of the chiral derivatives are listed in Table 1.

  
    

    [image: Table 1. ABX resonances]

  

  Chemicals

  (S)-2-Methyl-1-butanol 99%, (-)-ephedrine, quinine hydrochloride, (±)-lactic acid 85% aq., (S)-(+)-lactic acid 85% aq., p-toluenesulphonic acid, inorganic reagents and analytical grade solvents, available as commercial products (Aldrich or Merck or Reagen), were used without further purification. Benzaldehyde was distilled before use. Other substances, referred below, were prepared by well known literature procedures.

  (±)-Mandelic acid, mp 115-116 ºC (118 ºC),8 was prepared from benzaldehyde through formation and posterior hydrolysis of the mandelonitrile.8

  (R)-(–)-Mandelic acid 78.8% ee, was prepared by partial resolution of the (–)-mandelic acid through re-crystallization of their (–)-ephedrine salts in ethanol,9 followed by acidification of the less soluble crop, ether extraction and re-crystallization of the (R)-(–)-mandelic acid in acetone. The partially resolved product showed mp. 127-128 ºC, and [image: Entidade 01] –123.7º (c 1.1 H2O) [mp 133.5 ºC, [image: Entidade 02] –156.9º (c 2 H2O)].9

  (±)-Atrolactic acid, mp 84-88 ºC (88-90 ºC),10 was prepared from acetophenone through formation and hydrolysis of the cyanohydrin.10

  (S)-(+)-Atrolactic acid 60.6% e.e. was obtained by resolution of its quinine salt.11 After six re-crystallizations from ethanol, the quinine salt melted at 220-225 ºC and presents [image: Entidade 03] –109º (c 0.55, ethanol) [image: Entidade 04] –109º (c 0.54, ethanol)].11 The atrolactic acid regenerated from this salt melted at 92-95 ºC and presented [image: Entidade 05] +22.6º (c 2.54, ethanol) [image: Entidade 06] +37.3º (c 2.53, ethanol)].11

  Analytical samples of esters

  Esters were prepared by adapting a reported procedure12 to a smaller scale and substituting the catalyst from sulfuric acid for p-toluenesulfonic acid. A mixture of the acid (0.2 mmol), alcohol (0.22 mmol), p-toluenesulphonic acid (5 mg) and benzene (5 mL) was refluxed (4 h) using a trap for water separation. The cold reaction mixture was taken in ether and the extract washed with water, sodium bicarbonate (5%), water again, and dried over anhydrous sodium sulfate. The crude esters (0.12-0.14 mmol) were obtained as yellowish or colorless liquids, after removing drying agent, alcohol excess and the solvent.

  2-Methylbutyl mandelates (1): enriched (S,R)-2-methylbutyl mandelate 78.8% d.e. was obtained from (R)-mandelic acid 78.8 % e.e. and pure (S)-2-methyl-1-butanol. An equimolar epimeric pair of (S,R) plus (S,S)-2-methylbutyl mandelate was obtained from racemic mandelic acid and (S)-2-methyl-1-butanol. 1H NMR δ 7.45-7.26 (m, 5H, C6H5), 5.17 (d, 1H, J 5.6, ArCH), 4.09-3.91 (2H, ABX, OCH2), 3.55 (d, 1H, J 5.6, OH), 1.73-1.56 (m, 1H, MeCH), 1.36-1.18 (m, 1H, MeCHH), 1.16-0.98 (m, 1H, MeCHH), 0.85-0.76 (m, 6H, 2CH3). 

  2-Methylbutyl atrolactates (2): enriched (S,R)-2-methylbutyl atrolactate 60.6% d.e. was obtained from (R)-atrolactic acid 60.6% e.e. and pure (S)-2-methyl-1-butanol. The equimolar epimeric pair (S,R plus S,S)-2-methylbutyl atrolactate was obtained from racemic atrolactic acid and pure (S)-2-methyl-1-butanol. 1H NMR δ 7.60-7.25 (m, 5H, C6H5), 4.11-3.90 (2H, ABX, O-CH2), 3.86 (s, 1H, OH), 1.80 (s, 3H, C-CH3), 1.78-1.62 (m, 1H, MeCH), 1.39-1.25 (m, 1H, MeCHH), 1.21-1.06 (m, 1H, MeCHH), 0.89-0.83 (m, 6H, 2CH3).

  2-Methylbutyl lactates (3): enriched (S,S)-2-methylbutyl lactate was obtained from (S)-2-methyl-1-butanol and almost pure (S)-lactic acid. An equimolar epimeric mixture of (S,R)-plus (S,S)-2-methylbutyl lactates was obtained from pure (S)-2-methyl-1-butanol and racemic lactic acid. 1H NMR δ 4.28 (q, 1H, J 6.7, HO-CH), 4.14-3.93 (2H, ABX, O-CH2), 3.10 (d, 1H, J 6.4, OH), 1.83-1.67 (m, 1H, EtCH), 1.43 (d, 3H, J 6.7, CO-CHCH3), 1.51-1.36 (m, 1H, MeCHH), 1.28-1.13 (m, 1H, MeCHH), 0.95-0.89 (m, 6H, 2CH3).

   

  Results and Discussion

  The 1H NMR spectra of the diastereomeric ester mixtures examined in this work showed that the more distinctive signs were observed in the region of absorption for the methylenic protons in O-CH2-CH of the alcoholic moiety. 

  Oxymethylene resonances of individual epimers

  The identification of resonances for oxymethylenic protons of the diastereomeric esters were made by contrasting the spectra, around the 4 ppm region, of the equimolar diastereomeric mixture with an enriched mixture of known diastereomeric excess or with a pure enantiomer. Example of this procedure for esters of (S)-2-methyl-1-butanol with mandelic, atrolactic and lactic acids are shown in Figure 1. For each ester, equimolar mixture is displayed on top of the mixture enriched by the next esters.
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  Upon inspection of the 2-methylbutyl mandelic and lactic acid ester spectra, shown in Figure 1, the (S,R)- or (R,S)-isomers are recognized by their larger chemical shift differences of the geminal protons, represented as A and B, and the (S,S)- or (R,R)-isomers by their smaller chemical shift differences, represented as A' and B'.

  Unexpectedly, the atrolactic ester showed inverted signals. The (S,R)- or (R,S)-isomers were recognized by their smaller chemical shift differences of the geminal protons, and the (S,S)- or (R,R)-isomers by their larger chemical shift differences.

  Absolute configurations

  Absolute configuration of one of the mentioned chiral acids or alcohols could be determined by the observations of the NMR signals of their esters prepared using the optically pure alcohol or acid, respectively.

  Similar correlations of the chemical shifts for oxymethylenic protons with attached groups to C-2 of some primary chiral alcohols were developed by the extension of the Mosher empirical model.5 The extended model, limited for the (S)-2-methylbutyl esters, is represented by the chemical structure represented in Figure 2.
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  The determined chemical shifts for the oxymethylene protons of (S)-2-methybutyl esters, corresponding to ABX systems, are shown in Table 1. In this table, all (S)-2-methybutyl (R)-carboxylic acid esters are designated as a entries and named as (S,R)-epimers. The (S,S)-diastereomers are designated as b entries. Resonances for the (R,S)- and (R,R)-diastereomers are expected to be coincident to those shown by their enantiomers, i.e., by a and b entries, respectively.

  Applying the above structural model for the (S,R)-mandelic acid ester (1a) and (S,R)-lactic acid ester (3a), the phenyl group of mandelate and the methyl group of lactate have the power to displace to higher magnetic field the absorptions of the oxymethylene proton situated in the same face. Absorption in higher magnetic field of the pro-S hydrogen (HS), relative to the absorption of pro-R hydrogen (HR), must be presented by the (S,R)-mandelate and the (S,R)-lactate. Absorption in higher magnetic field of the pro-R hydrogen (HR), relative to the absorption of pro-S hydrogen (HS), must be presented by the (S,S)-mandelate (1b) and the (S,S)-lactate (3b).

  The mentioned correlation resulting in higher magnetic field absorption of the pro-R oxymethylene hydrogen of the (S)-carboxylic acid esters was proved by comparing the following 1H NMR spectra: butyl (S)-O-acetylmandelate versus (R)-[1-2H]-butyl (S)-O-acetylmandelate13 and octyl (1S)-camphanate versus (R)-(1-2H)-octyl (1S)-camphanate.14

  The Mosher model can not be applied to the prediction of the magnetic field for the HS and HR absorptions of atrolactic esters. In this case, bound on the acidic moiety, the methyl group would have a greater effect than the phenyl group over the geminal protons. Accurate effects are observed by comparing the differences between the HR and HS absorptions (Δδ) for the mandelic and lactic acid esters.

  The displacement of the germinal proton absorptions affected by the neighbor substituent is greater by the ethyl group than by the methyl group. It should be pointed out that the ethyl group can cause more shielding or more deshielding effect than the methyl group. Differences between the germinal proton absorptions (Δδ) do not change using those effects.

  The chemical shifts for the germinal protons of valine esters have been modeled considering the shielding effects of the ethyl and methyl groups over the protons situated in the same face.7 Chemical shifts for the germinal protons of the current (S)-2-methylbutyl esters were presented considering the deshielding effects of the ethyl and methyl groups. Structural model correlates the deshielding effects of the ethyl and methyl groups over the protons situated in the opposite face. The relative chemical shifts for mandelic and lactic esters can be assigned based on the Scheme 1.
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  For the (S,R)-2-methylbutyl mandelate (1a) (Table 1), the relative effect between phenyl and hydrogen groups resulted in Δδ = 0.11, while for the (S,R)-2-methylbutyl lactate (3a), the relative effect between methyl and hydrogen groups resulted in Δδ= 0.15.

  The referred inversion of the substituent effects for atrolactic esters may be due to the described difference between the effects of the methyl and phenyl groups on the acidic moiety, and to the larger difference between the effects of the ethyl and methyl groups on the alcoholic moiety, which must result in higher magnetic field for HS than for HR oxymethylene proton for the (S,S)-atrolactate (2b). The relative chemical shifts for atrolactic esters can be assigned, approximately, based on the Scheme 2.
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  The above mentioned relative effects of the phenyl and methyl groups over the oxymethylene protons of the atrolactic esters of the primary chiral alcohol are the same of the phenyl and trifluoromethyl groups found for the a-methoxy-a-(trifluoromethyl) phenylacetic esters.15

  Enantiomeric compositions

  Enantiomeric compositions are based on the machine integration of non-overlapping peaks of the methylenic protons from the diastereomeric derivatives. The conditions to optimize integral measurements were not determined. The procedure was already detailed in the literature7 for valine esters of 2-methyl-1-alkanols. For the components that display the ABX pattern, to simplify identification, an ordering number from left to right is used to indicate the positions of resulting signals from A and then from B. In a mixture of (S,R)- plus (S,S)-2-methylbutyl mandelate esters (Figure 1a), for exemplification, the peak 1 of the (S,R) epimer, referred as 1/SR, is non-overlapped with the peak 1 of the (S,S) epimer, and the peaks 4 and 5 of the (S,S) epimer, referred as 4,5/SS, are non-overlapped with peaks of the (S,R) epimer. For coincident absorptions of the geminal protons of atrolactic acid ester, one peak of the resultant H-X duplet is referred as d1/SR or d2/SR. Calculations of enantiomeric compositions for acids presented in Figure 1 are indicated in Table 2.
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  The integral values for areas of non-overlapped selected peaks from each component of the epimeric pair in the sample are compared with the values shown by the same peaks in an equimolar mixture of epimers. The proportional values obtained from the relations between enriched and equimolar amounts of the epimers are used for the calculations of their enantiomeric compositions.

   

  Conclusions

  Assignment of absolute configuration of β-chiral primary alcohols by 1H NMR has been done by correlation of the anisotropic effect of aromatic groups over the oxymethylene protons absorption.16 (S)-Valine, (S)-mandelic and (S)-lactic esters of (S)-2-methyl-1-butanol presented oxymethylene absorptions that show similar effects caused by isopropyl, phenyl and methyl groups, appears as proof for the absence of this anisotropic effect of aromatic groups over the methylene protons.

  Our results for the (R)-mandelic acid and the (R)-lactic acid esters show that HS is more shielded than HR, while for the (R)-atrolactic acid ester, HR is more shielded than HS. The shielding effects for HR and HS found for the (R)-MTPA ester15 were the same than for the above referred (R)-atrolactic acid ester.

  Correlation between structure and absorptions of the methylene protons seems to be associated to the differences of conformations that can favor the flow of electron density of the adjacent nonbonding oxygen orbital, more for the HR or more for the HS proton. While the bright nonbonding orbital (Figure 3) is attracted by the carbonyl conjugation, the dark nonbonding orbital interacts more effectively with the antibonding orbital of the adjacent C-H bond, causing more shielding for the bound proton.
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  One assumption about the conformation that causes the preferential C=O conjugation with one of the nonbonding orbitals is related with the different steric effects of the hydrogen and methyl groups of the acidic moiety, observed by comparing the above structures.

  Another assumption is related to the different screw patterns around the C-CO bond, as represented in Figure 4 for the cited acid esters, resultant from the decrease of the determined refractivity values17 correlated to the electron polarizability.18

  
    

    [image: Figure 4. The different screw]

  

  Referring to the enantiomeric composition, the (S)-2-methyl-1-butanol was a good derivatizing agent for the analysis of the α-hydroxi-acids. Equally, a pure α-hydroxyl-acid can serve as a derivatizing agent for the enantiomeric composition of the 2-methyl-1-butanol.

   

  Supplementary Information

  The 1H NMR spectra for structural identification and composition determination of the esters are available free of charge at http://jbcs.sbq.org.br as PDF file.
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    Neste artigo, as propriedades emulsificantes da proteína isolada de soja (SPI) foram evidenciadas mostrando que estas macromoléculas sofrem mudanças conformacionais quando adsorvidas em interfaces. Investigou-se a conformação das cadeias proteicas ancoradas nas regiões interfaciais de emulsões de óleo em água (o/a) através de técnicas de espalhamento de raios X (SAXS) e de imagem (microscopia eletrônica de varredura (SEM)). O valor médio do raio de giro (Rg) da SPI (aq) é 20 nm e aumenta para 30 nm em emulsões o/a; as proteínas atuam como moléculas anfifílicas expondo seus núcleos hidrofóbicos ao óleo e os resíduos hidrofílicos à fase aquosa. Este valor ainda é maior após o spray drying das emulsões, na interface o/ar das respectivas microcápsulas. As paredes das microcápsulas são fractais de objetos agregados com superfícies rugosas, que são alisadas pela presença de um agente de reticulação.

  

   

  
    Herein, the emulsifying properties of soy protein isolate (SPI) were highlighted by showing that the macromolecules undergo conformational changes when adsorbed at interfaces. The conformation of protein chains nested at the interfacial region of oil in water (o/w) emulsions by means of X-ray scattering (SAXS) and direct imaging (scanning electron microscopy (SEM)) techniques was investigated. The mean radius of gyration (Rg) for SPI (aq) is 20 nm and increases up to 30 nm in o/w emulsions; the proteins act as amphiphilic molecules by exposing their hydrophobic core to the oil and their hydrophilic amino acid residues to the water phase. By spray drying the emulsions, it was also possible to measure the size (Rg = 40 nm) and to evaluate the morphology of these proteins at the oil/air interface of the respective microcapsules. The walls of microcapsules are fractals of clustered objects with rough surfaces, which are smoothed by the presence of a cross-linking agent.

    Keywords: interface, emulsion, protein, surface, microcapsules

  

   

   

  Introduction

  The benefits of using biopolymers as emulsifiers are several; for instance, they are usually cheaper than synthetic polymers, natural polymers are more environmentally friendly (biocompatible and biodegradable) and they can usually be obtained through simple extraction/ precipitation techniques, with no need for hard chemistry or organic solvents. The fact that Brazil is one of the top world producers of soybean is another motivation for the development of new products based on the biopolymers that can be obtained from this product.1

  One of the peptide fractions of the dried extract of soybeans is known as soy protein isolate (SPI), which is a mixture of several different proteins, in which the major constituents are globulins.2 These globular proteins may self-associate to form spherical aggregates in water and the resulting system is an aqueous suspension of these aggregates.3

  The emulsifying properties of SPI are already known and it has been found to be a very good foam stabilizer.2,4 Some studies have shown the possibility of producing microcapsules of SPI, obtained either by spray drying emulsions or by coacervation methods.5-10 The cysteine residues in the protein backbone allow cross-linking of the polypeptide chains by simply heating, with no need for cross-linking agents due to the formation of inter and intramolecular disulfide bridges.11 

  This research forms part of a strategy to encapsulate the oil from the Copaiba tree, which has been used as an anti-inflammatory and anti-septic and has shown activity against the parasite Leishmania amazonensis.12,13 In this study, oil in water (o/w) emulsions using SPI as the emulsifier were prepared and from the obtained samples microcapsules of SPI with oil were prepared through spray drying the emulsions. Herein, the emulsifying properties of SPI and the morphological changes that SPI undergoes when nested at oil/water and oil/air interfaces are reported. Scattering techniques, such as SAXS, can provide a good insight into the conformation of protein chains both in solution and at interfaces.14,15 The size distribution of droplets of both emulsions, the storage stability of the oil/water emulsions and the zeta potential (ξ) were also measured by dynamic light scattering (DLS). Images of the dried microcapsules obtained by scanning electron microscopy (SEM) are provided, with the size and morphology.

   

  Experimental

  Materials

  The soy protein isolate (SPI-Supro 500E) was donated by Solae (São Paulo State, Brazil). It was dissolved in water, filtered through a 0.45 mm cellulose acetate membrane and freeze-dried prior to use. The copaiba oil was extracted from Amazon Forest Copaiba trees and kindly donated by Dr. Luiz A. Kanis (Universidade do Sul de Santa Catarina (UNISUL), Santa Catarina State, Brazil). Sodium hydroxide, acetic acid, hydrochloric acid and sodium acetate were purchased from Nuclear (São Paulo State, Brazil). The cross-linking agent 1-ethyl-3-(3-dimethylaminopropyl)-carbodiimide (EDC) was purchased from Sigma-Aldrich (USA).

  Emulsion preparation

  The emulsions were prepared by the following method: aqueous suspensions of SPI with the concentrations listed in Table 1 were prepared, with pH adjusted to 10 by NaOH addition. The suspensions were kept under stirring overnight, at room temperature. After this period, the pH was adjusted to 7 through HCl addition. For the samples with cross-linking agent, EDC 5% (m/m) was added at room temperature under stirring for 10 min. The suspensions were then placed in an UltraTurrax mechanical disperser (Quimis, Brazil) operated at 12,000 rpm. The copaiba oil was slowly added to the mixture, in the proportion of 0.04:1 (v/v), always under stirring.
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  Emulsion size distribution and zeta potential

  The mean diameter of the oil drops from the emulsions was measured on a Malvern NanoZetasizer, which uses back light scattering (at 173º) from a 4 mW He Ne laser at 632.8 nm to evaluate the size, by correlating the scattering fluctuation and using the Stokes-Einstein approximation to calculate the size from the mean diffusion coefficient. The equipment is also able to simultaneously measure the zeta potential of the sample by applying an electric potential and measuring the laser Doppler effect. 

  Microcapsule preparation

  The resulting emulsions were kept under stirring at 12,000 rpm, and then pumped to a Spray Dryer (B-290, Büchi, Germany) in which the influx air temperature was 200 ºC and outflux 70 ºC, at a feeding speed of 8 mL min-1 and influx air speed of 35 m3 h-1. At this temperature, all the water was removed and the microcapsules were collected at the bottom of the equipment.

  Imaging technique (SEM)

  The morphology of the microcapsules was studied by field-emission gun scanning electron microscopy (FEG-SEM) (JEOL JSM-6701F, Japan), at a maximum amplification of 37,000 times. The samples were fixed onto metallic supports with silver glue and then sputter-coated with gold film.

  Scattering techniques (SAXS and DLS)

  The average size of the oil drops of the emulsions was measured through the angular dependency of the dynamic and static light scattering (DLS and SLS, respectively) using an ALV-7002 goniometer (Germany) operated with a 22 mV laser at a wavelength of 638.2 nm and able to collect data at scattering angles from 32º up to 150º. All measurements were carried out by collecting a 1.5 mL sample of each emulsion under stirring and immediately adding it to a cylindrical glass cell without dilution. The measurements were taken immediately after that at room temperature and the data were always collected for 600 s.

  The morphology of the protein chains was analyzed by SAXS at the SAX2 beam line at LNLS (Campinas-SP, Brazil), at l = 0.176 nm and q range of 0.05 < q < 1.15. The detection was performed with a CCD (charge-coupled device) camera with two frames of 150 s exposure and the I(q) curves were obtained after azimuthal integration of the images. The liquid samples (emulsions) were injected into a sample holder with a mica window and the solid samples were fixed with Kapton tape.

   

  Results and Discussion

  Oil/water emulsions

  The size distributions of all prepared emulsions were measured immediately after preparation and after storage periods of up to ten weeks. The mean diameter of the oil drops is shown in Figure 1. As indicated in the figure, the size of the drops is close to 1 μm and varies only slightly even after 10 weeks of storage: first, an increase in size was observed, probably due to the coalescence of the oil drops, followed by a decrease, which was due to the observed creaming of larger drops, leaving only the smaller drops in suspension. Sample S4, which contained the cross-linking agent and 4% of SPI, had smaller oil drops, whereas sample S1, with less protein (3%) and without the cross-linking agent, had the largest oil drops. The obtained results also indicated that the size distributions were broad, with the polydispersity index ranging from 0.5 to 0.8.
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  In all cases, the zeta potential of the samples was negative and close to -50 mV, as shown in Table 2.
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  The negative values for zeta potential arise from the deprotonation of carboxylic acid groups of the protein chains since the pH (7) is higher than the usual pKa values of these groups in these proteins (3.5 to 5).15 The data also show four features: (i) the absolute value of the zeta potential seems to decrease with time of storage; (ii) this decrease is more pronounced in the samples without cross-linking agent, suggesting that some of the protein chains may leave the interface and migrate to the water phase; (iii) the increase in SPI concentration leads to lower absolute potential values probably due to the accompanying increase in the ionic strength of the aqueous phase; (iv) the absolute values for the samples with EDC are always lower than those without EDC but with the same SPI concentration. This observation might be related to the fact that after cross-linking, less acid groups are available on the protein backbone.16

  All of the emulsions listed in Table 1 were spray dried in order to obtain the microcapsules. Since the mean diameter of the oil drops were observed to be dependent on the storage time, the emulsions were pumped to the spray dryer apparatus immediately after their preparation. SEM images of the dried microcapsules obtained from the emulsions are shown in Figure 2. There is a broad size distribution in which the capsule diameter ranged from 0.5 to 20 mm. The figure also shows that the surfaces of the capsules are not smooth and that some of the capsules are deflated probably due to the spray drying process.6 Some of the images show broken capsules, in which it is possible to see that they are hollow and, therefore, these are in fact capsules and not solid spheres.
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  The wall thickness of the capsules is not homogeneous: the width varies from 100 to 300 nm, as shown in the FEG-SEM images in Figure 3. Some small holes in the microcapsule walls can be seen, even in the samples containing EDC. These porous structures are desirable since the intended application of these microcapsules involves the controlled-release of the inner oil phase.
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  Protein at oil/water and oil/air interfaces

  Since the imaging techniques provided information on the microcapsule morphology, it was possible to understand the protein chain conformations at the interfaces using these methods. However, through scattering techniques, the morphology of the SPI polymeric chains was accessed at the interface of the oil drop in water and also at the oil/air interface of the dried microcapsules.

  From the angular dependency of SAXS scattering, the mean radius of gyration (Rg) of the protein chains was obtained by fitting the data at the limit q → 0, according to the Guinier approximation (equation 1).17-19

  
    [image: Equação 01]

  

  The method is illustrated in Figure 4 for the SPI suspension, the emulsion S2 and microcapsules S2 and the results for all samples are summarized in Table 3.
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  As shown in Figure 4 and Table 3, the size of the SPI chains in aqueous suspension is around 24 nm. When SPI migrates to the oil-water interface, the size increases to 31 nm, indicating that the hydrophobic residues of the globular proteins are exposed to the oil phase. When the water phase is removed (dried microcapsules), the SPI chains become even larger, showing that more hydrophobic content is being exposed to the solid-air interface. In other words, the removal of water molecules from the SPI neighborhood allows the polymer chains to relax and to assume larger conformations.

  Therefore, the thickness of the wall of the microcapsules (100 to 300 nm) seen in Figure 3 originates from the stacking of 4 to 12 layers of SPI. Similar values were obtained when computing the amount of SPI, the concentration of oil drops (number) and the volume fraction of the oil drops in the emulsions. 

  Another interesting feature observed is that in the presence of EDC (emulsions S2 and S4), the Rg values are slightly lower, indicating the contraction of the protein chains after cross-linking. The analysis of the angular dependence of the SAXS intensity is also able to show the appearance of any volume or surface fractal structure, in our case, it comprised of repetitions of SPI aggregates at the interface. This can be achieved by fitting any linear region of the curve ln I(q) vs. ln q, according to equation 2.19,20 If 1 < α < 3, the linear region represents a volume fractal with a dimension df = α. If the angular coefficient is 3 < α < 4, then the linear region originates from a surface fractal with dimension ds of 6 - α.21
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  The relationship between df and the topology of the scattering object can be seen in Table 4. 
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  The SAXS data also provided some information regarding the fractal structures created by the assembly of SPI chains at the oil-water and oil-air interface. The method is exemplified in Figure 5, in which the appearance of some linear regions on the curves can be seen. Similar behaviors were observed for all other samples.
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  The small bump seen at around q = 0.22 nm-1 on the SAXS curve corresponding to the emulsion (Figure 5) originates from the structure factor of the organization of the oil drops.27 It was observed (not shown here) that the peak disappears with the dilution of the emulsion. The process of drying the emulsions also leads to the vanishing of the structure factor peak, as seen when comparing this curve with that for the microcapsules.

  The α values are given in Table 5. By comparing these values with the topologies presented in Table 4, the SPI chains assume a random coil configuration when in aqueous suspension, with a df value close to 1.8.; However, these chains produce a mass fractal corresponding to a sphere with a rough surface with df = 2.8 when SPI is nested at the o/w or o/air interface, which is in agreement with the information obtained from observation of the SEM images.
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  All of the curves corresponding to the dried microcapsules presented two different linear regions, at low and at high q values; the first corresponding to the surface fractal (α > 3) and the second arising from volume fractal (α < 3). These surface fractals with ds = 2.3 only appear when SPI is nested at the microcapsule interfaces, indicating that the capsule surfaces are almost spherical. Another feature seen in Table 5 is the effect of the cross-linking agent EDC (emulsions S2 and S4); while there is no difference observed in the df values for emulsions with and without EDC, larger values are found for the dried samples with the cross-linking agent, in which the df value is almost 3, indicating increased smoothness of the surface due to the action of EDC. However, the presence of EDC does not affect the smoothness of SPI at the o/w interface, indicating that there is indeed the cross-linking of SPI, which only occurs during the spray-drying process, and is responsible for the increase in df.

   

  Conclusions

  The size distributions of all emulsions and dried microcapsules represented very polydisperse systems and this may be a consequence of the intrinsic polydispersity of SPI, which is in fact a mixture of several protein chains of different sizes and amphiphilic characteristics. However, even in such polydisperse systems, it was possible to observe some interesting features of SPI at the interfaces. Our results show that the biopolymer SPI can be used to stabilize emulsions and to prepare microcapsules. The stabilization is due to the hydrophilic characteristics of the protein chains. Morphological changes were observed in the SPI chains when nested at o/w and o/air interfaces: the chains increase in size, indicating the rupture of the globular conformation of the protein promoting the exposure of the hydrophobic amino acid residues. Thus, the hydrophilic characteristics of the protein are strongly associated with its emulsifying properties.

  It was also shown that a mass fractal emerges when SPI is nested at these interfaces; the fractal dimensions indicate that the surface is rougher in the absence of the cross-linking agent and becomes smoother when the chains are cross-linked during the formation of the microcapsules.

  A good agreement between the SAXS results and the SEM images was observed, indicating that the microcapsule interfaces are rough.
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    Teoria do funcional da densidade (DFT) foi empregada no estudo de poli-nitroimidazopiridinas em nível B3LYP/6-31+G(d). A velocidade (D) e a pressão de detonação (P) foram avaliadas utilizando as equações Kamlet-Jacobs (K-J) baseadas na densidade molecular teórica (r) e calor de formação (HOF). A estabilidade térmica dos compostos foi investigada através dos cálculos das energias de dissociação das ligações (BDE) em nível B3LYP/6-31+G(d) irrestrito. Alguns compostos apresentam altas densidades (ca. 1, 95 g cm-3) e bons desempenhos. Os resultados das simulações revelam que duas das moléculas atuam similarmente ao 1,3,5,7-tetranitro-1,3,5,7-tetrazocano (HMX), e outras duas moléculas podem ser potenciais candidatas a compostos de alta densidade de energia (HEDCs). Estes resultados fornecem informações básicas para o planejamento molecular de novos compostos de alta densidade energética.

  

   

  
    Density functional theory (DFT) was employed to study polynitroimidazopyridines at the B3LYP/6-31+G(d) level. Detonation velocity (D) and detonation pressure (P) were evaluated using Kamlet-Jacobs (K-J) equations based on the theoretical molecular density (r) and heat of formation (HOF). Thermal stability of the title compounds was investigated by calculating the bond dissociation energies (BDE) at the unrestricted B3LYP/6-31+G(d) level. Some compounds have high densities (ca. 1.95 g cm-3) and good performance. Simulation results reveal that two molecules perform similarly to 1,3,5,7-tetranitro-1,3,5,7-tetrazocane (HMX), and other two molecules may be potential candidates of high energy density compounds (HEDCs). These results provide basic information for molecular design of novel high energetic density compounds.

    Keywords: density functional theory, polynitroimidazopyridines, heat of formation, detonation property, thermal stability

  

   

   

  Introduction

  Energetic materials are more and more widely applied due to their high energy density.1-4 In order to meet the requirements of future military and space applications, continuous efforts have been made to develop new materials having good thermal stability, impact and shock insensitivity, better performance, economic and environmentally friendly syntheses.5-7 These properties are essential to improve personnel safety and to reduce warhead vulnerability problems. But these requirements are somewhat reciprocally exclusive, with improved insensitivity bringing inferior performance and vice versa. Therefore, the need for more energetic compounds with better stability and lower sensitivity is one of the main goals of energetic material research.8,9

  Nitramine compounds, an important class of organic explosives, have received much attention as an energetic material due to an advantageous combination of density, heat of formation and oxygen balance. Nitramine compounds are well known by their high positive heat of formation as well as good thermal stability.10,11 These properties reveal a high performance of these energetic materials. The most prominent members of this class are 1,3,5-trinitro-1,3,5-triazinane (RDX)12-15 and 1,3,5,7-tetranitro-1,3,5,7-tetrazocane (HMX).16-19 CL-20 [2,4,6,8,10,12-hexanitrohexaazaisowurtzitane (HNIW)] is another new nitramine explosive, which has six N–NO2 groups in its polycyclic structure, resulting in an increase in both density and detonation properties.20-25 CL-20 is reported as an attractive high thermally stable explosive with a decomposition temperature at 228 ºC. It can offer high velocity of detonation (9.38 km s-1) and heat of formation (410 kJ mol-1).26

  Compared to carbocyclic analogues, the derivatives of pyridine have higher nitrogen contents and higher densities (e.g., the density of benzene is only 0.897 g cm-3, but that of pyridine is 0.982 g cm-3). The presence of pyridine in a molecule is supposed to increase its detonation velocity and pressure. The high energy of nitramine explosives is combined with the insensitive property of explosives containing pyridine, and the concept of new nitramine explosives containing pyridine is proposed, into which nitramine groups with N–N bonds are introduced as much as possible. Introducing a nitramine group (N–NO2) into the pyridine derivative can further improve the detonation performance.

  This study was motivated by, and based on, the concept of new nitramine explosives containing pyridine. Reacting with formaldehyde, pyridine-2,3,5,6-tetraamine yields a precursor with two imidazole rings, providing more N–H and C–H sites for introducing nitro substituents, and thus generating a series of polynitroimidazopyridines (Scheme 1). The energy of polynitroimidazopyridines is derived from the combustion of the carbon backbone, the ring strain and the large number of inherently energetic C–N, C=N and N–N bonds. This shows that polynitroimidazopyridines could ideally store a large amount of energy. On the other hand, the nitrogen content typically leads to high densities and thereby to good performance. Molecular structures with nitro groups at various positions in the basic skeleton considered are shown in Figure 1.
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  Predicting the detonation performance and thermochemical properties of these energetic materials based on a particular molecular structure, with or without using experimental measurements, has been a prime requirement in the field of explosive research and development.27-30 In this work, the full geometrical optimizations of nitramine compounds containing a benzene ring at the DFT-B3LYP/6-31+G(d) level were performed. The structure-property studies were performed to find out potential candidates for high energy density compounds (HEDCs).4 The B3LYP/6-31G(d) method of density functional theory was used to study the thermodynamic properties and detonation properties of cage-HMX.31

  To date, information on the relationships between structure and property of polynitroimidazopyridines was very sparse, there was no systematic survey covering these compounds. In the present study, the molecular geometries and electronic structure were obtained with density functional theory (DFT) method. Based on optimized geometries, the molecular volume (V) and theoretical density (ρ) were calculated using Monte-Carlo method. The most important detonation properties, such as detonation velocity (D) and detonation pressure (P), were estimated by using the Kamlet-Jacobs (K-J) equations. Through calculations of bond dissociation energies (BDE), the thermal stability was studied. These results provide theoretical support for the molecular design of novel high energetic density compounds.

   

  Methodology

  Computations were performed with Gaussian 03 package at B3LYP32-34 method with 6-31+G(d) basis set.35 The geometric parameters were allowed to be optimized, and no constraints were imposed on molecular structure during optimization process. Vibrational frequencies were calculated for the optimized structures to enable the natural characterization of stationary points, zero-point energy (ZPE) and thermal correction (HT). All of optimized structures were characterized to be true local energy minima on potential energy surfaces without imaginary frequencies.

  Detonation velocity and detonation pressure are the most important parameters to evaluate detonation characteristics of energetic materials. For the explosives with CHNO elements, the Kamlet-Jacobs empirical equations were used to determine the parameters.36
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  where P is the detonation pressure in GPa, D is the detonation velocity in km s-1, N is the number of moles of gaseous detonation products per gram of explosive, M is the average molecular weight of the gaseous products, Q is the energy of explosion in J per gram of explosive and r is the crystal density in g cm-3. N, M and Q are decided according to the largest exothermic principle,37 i.e., for the explosives with CHNO elements, all N atoms convert into N2, the O atoms form H2O with H atoms first and the remainder forms CO2 with C atoms. The remaining C atoms will exist in the solid state if the O atoms do not satisfy full oxidation of C atoms. The remaining O atoms will exist in O2 if O atoms are in excess.

The chemical energy of the detonation reaction Q was calculated as the difference between the heats of formation (HOFs) of products and reactants. In this work, HOFs were calculated using density functional method with the help of the following equations:
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The HOF of CaHbOcNd in gas phase (ΔHf(g)) is readily obtained from equation 3 with the experimental HOFs of C(s), H2(g), O2(g) and N2(g), and the calculated enthalpies of all species.

A statistical average method was worked out to predict crystalline densities of energetic materials containing C, H, N and O elements. This method is found to be efficient and convenient.38-41 The densities of nitramine compounds need the datum of molecular volumes. The molecular volume V was defined as inside a contour of 0.001 electrons Bohr-3 density that was evaluated using Monte-Carlo integration. The theoretical molecular density ρtheor (ρtheor = M/V, where M is the molecular weight) is very close to the experimental crystal density ρcry.

  To measure the strength of bonds and relative stabilities of polynitroimidazopyridines, the bond dissociation energies of various bonds in molecules are calculated. BDE is the required energy in homolysis of a bond and is commonly denoted by the difference between total energies of the product and reactant after zero-point energy correction. The expressions for the homolysis of the A-B bond (equation 4) and for calculating its BDE equation 5 are shown as follows:42
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  where A-B stands for neutral molecules and A• and B• for the corresponding product radicals after bond dissociation; 
  BDE(A-B) is the BDE of bond A-B; E(A-B)ZPE, E(A•)ZPE and E(B•)ZPE are zero-point energy corrected total energies of the parent compound and corresponding radicals, respectively.

   

Results and Discussion

  Optimized structures

  Optimized bond lengths of polynitroimidazopyridines are tabulated in Table 1. The pyridine rings in polynitroimidazopyridines are basically planar. The imidazole rings are basically planar too but are more distorted than the pyridine rings. The longest C−N bond is calculated to be the C2–N8 bond of molecule A, which is 1.414 Å, while the shortest is the C6–N10 bond of molecule F, which is 1.358 Å. Thus, all the C1–N7, C3–N8, C4–N10 and C6–N9 bonds are much shorter than a normal C–N single bond (1.49 Å), confirming that these bonds have some character of double or conjugated bonds. The bond lengths of N(8)–NO2 are in the range of 1.143-1.595 Å and change with the introduction of NO2 groups in the pyridine ring in the order of A < B < C< D< E< F, which is attributed to the large steric hindrance effect of –NO2. The same results are obtained for molecules G < H < I < J < K < L. The corresponding bond lengths of molecules E and F are close to each other. Some discrepancies are obviously raised by the formation of N→O coordination bond. The lengths of all N−NO2 bonds in polynitroimidazopyridines are longer than the usual N−N bond lengths (1.35-1.40 Å) in nitramines.43 The N−NO2 bonds of molecules E and Kare shorter than those of molecules F and L, respectively. Obviously, this change is caused by the introduction of the O coordination atom.
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  Density

  In the present study, single-point molecular volume calculations at B3LYP/6-31+G(d) were performed based on optimized geometries. The densities provide some clue about the explosive character of these molecules. The relationship between V, r and the number of nitro groups (n) can be expressed as shown in Figure 2. The largest value and the smallest one are 1.95 and 1.63 g cm-3, respectively. From A to E, it is clear that an increase in density is observed with an increase in the number of nitro groups. The same results were obtained for molecules G, H, I, J and K. The introduction of a nitro group increases the density of molecules and therefore has a significant contribution to the detonation velocity and detonation pressure. Molecules D, E, F, J, K and L have a density of above 1.90 g cm-3 when it is successfully synthesized. ρ is the essential factor in determining the detonation properties of energetic compounds.26 According to Kamlet-Jacobs semi-empirical equations, D increases with increasing ρ for most energetic compounds. Also, P varies with the square of ρ, when ρ is greater than one.
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  Heat of formation

  Heat of formation reflects the energy content of a compound. High positive HOF is usually required for an effective energetic material. The zero-point energies (ZPE), thermal correction to enthalpy and electronic energies calculated at the B3LYP/6-31+G(d) level for polynitroimidazopyridines are listed in Table 2. It is evident from the data listed in Table 2 that all HOFs of the title compounds are quite large positive values. HOFs of RDX and HMX computed at the B3LYP/6-31+G(d) level are 216.76 and 251.67 kJ mol-1, respectively. For molecules A and B, G and H, each nitro group addition will increase HOF by 318.68 and 340.28 kJ mol-1, respectively. But for molecules B and C, H and I, each nitro group addition will increase HOF by 296.52 and 296.18 kJ mol-1, respectively. It indicates that the value of HOF relates to the nature of C-NO2 and N–NO2. The space orientations of nitro groups also affect HOFs of the title compounds. For the isomers with the same number of –NO2 groups, the values of HOF are slightly different, indicating that HOF is a little influenced by the position of –NO2 group. As a whole, according to the number and the relative position of the nitro groups, the relative HOF order of molecules can be distinguished, which is useful for evaluating the relative thermal stability of nitramine compounds.
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  Detonation properties

  The detonation velocity and detonation pressure of molecules are computed by Kamlet-Jacobs empirical equations on the basis of the theoretical densities and calculated gas phase heats of formation, which are the important parameters to evaluate explosion performance of energetic materials. Table 3 shows the predicted detonation properties of polynitroimidazopyridines. Because detonation pressure and detonation velocity are calculated by HOF of the gas state, not of the crystal, the calculated detonation properties of the nitramine compounds have some deviation,44 but the results are still reliable and meaningful. It can be found from Table 3 that all polynitroimidazopyridines have good detonation properties (Q = 757.21-2197.68 J g-1, D = 5.73-9.70 km s-1, P = 13.71-43.74 GPa). Meanwhile, with the number of nitro groups increasing from one to five, Q, D and P of the corresponding compounds increase. Molecule F is calculated to have the highest D and P values among polynitroimidazopyridines. In terms of the predicted detonation parameters, the most powerful explosives among polynitroimidazopyridines are molecules F and L.
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  As for the isomers with the same oxygen balance (OB100), no conspicuous discrepancy of their respective Q, D and P is found. As a whole, Q, D and P increase with the increasing number of –NO2 groups. Figure 3 and Table 4 present the relationships between D, P and n. This may show good group additivity on detonation properties and support the claim that introducing more nitro substituents into a molecule usually helps to increase its detonation performance.37
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  Compared with the famous nitramine explosive RDX (1,3,5-trinitro-1,3,5-triazinane) (ρ = 1.82 g cm-3, D = 8.75 km s-1, P = 34.70 GPa),45,46 they have better detonation performance when the number of nitro groups is not less than 4, indicating that they are potential energetic compounds. Calculation results of detonation velocity and detonation pressure for nitramine compounds indicate that molecules D, J, E, K, F and L outperform RDX, molecules D and J perform similarly to HMX (1,3,5,7-tetranitro-1,3,5,7-tetrazocane) (ρ = 1.92 g cm-3, D = 8.96 km s-1, P = 35.96 GPa).45,46 According to the energy criterion for HEDC, i.e., ρ > 1.90 g cm-3, D > 9.0 km s-1, and P > 40.0 GPa, it is found in Table 3 that molecules E, K, F and L satisfy the requirements as novel high energy density compounds. Therefore, in the molecular design, detonation properties by changing the substituted group could be adjusted. Therefore, the above prediction indicates that polynitroimidazopyridines appear to be promising candidates comparable to nitramine explosives RDX and HMX.

  Thermal stability

  The relationship between the impact sensitivity and electronic structures of polynitroimidazopyridines can be established by the charge analysis of thenitro group.47 Nitro compounds are very strong electron acceptors and have a strong ability to attract electrons. Such ability can be represented by the net charges of the nitro group. The lower the negative charge on the nitro group, the lower the electron attraction ability, and therefore, the more stable the nitro compound. In the present study, the charge on the nitro group (−QNO2) is considered for its correlation to impact sensitivity:
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  The charge on the nitro group (−QNO2) is calculated by the sum of atomic charges on the nitrogen (QN) and oxygen (QO1 and QO2) atoms of the nitro group. −QNO2 can be regarded as the criterion for estimating the impact sensitivities. Based on the highest −QNO2 value, the probable decreasing order is as follows: molecule L (0.245) > molecule F (0.234) > molecule E(0.136) > molecule K(0.118). This shows that molecule L is more sensitive than the other molecules.

Studies of BDE provide useful information for understanding the stability of polynitroimidazopyridines. The stability of compounds is affected by bond dissociation energies, so the weakest bonds (N–N bonds that are out of ring) were selected as the breaking bond based on the bond overlap populations to calculate BDE at B3LYP/6-31+G(d) level. The values of bond dissociation energies are listed in Table 5. The calculated BDEZPE values indicate the relative stability of energetic materials. Variations of BDEZPE for N–NO2 are in the range of 4.31-132.73 kJ mol-1. The initial step should be via N-NO2 cleavage in thermal decomposition. The BDEZPE value of molecule B (132.73 kJ mol-1) is the largest while molecule L is the smallest (4.31 kJ  mol-1) indicating that the former is more stable than the latter. Compared with BDEZPE values of RDX (141.22 kJ mol-1) and HMX (146.61 kJ mol-1) computed at the B3LYP/ 6-31+G(d) level, polynitroimidazopyridines are less stable than RDX and HMX.
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  By analyzing the structures of these compounds, it is easy to find that nitramine compounds have symmetric structures. Therefore, molecules B, D, H and J have higher BDEZPE than molecules A, C, G and I, respectively. This indicates that a symmetric structure is very useful for improving thermal stability. The symmetry can delocalize the p electron cloud density of system, but the five-membered rings of these compounds have larger tension, leading to the BDEZPE decrease of polynitroimidazopyridines. Repulsion is an important role in the stability of the title compounds. Take molecule L as an example, the repulsion between the neighboring nitro group rotates the oxygen atoms from the molecular plane and makes the value of BDEZPE decrease. This shows that structures of these compounds have a great influence on the thermal stability.

  The calculations on bond dissociation energies suggest that the N−N bond is the trigger bond during the pyrolysis initiation process of polynitroimidazopyridines. Taking detonation properties and relative stability into account, molecules E and K were finally confirmed to be the best HEDCs for polynitroimidazopyridines. The above investigations provide important theoretic information for the molecular design of novel high energetic density polynitroimidazopyridines.

   

  Conclusions

  The full geometrical optimizations of polynitroimidazopyridines were performed using density functional theory at the B3LYP/6-31+G(d) level, without any symmetry restriction. The detailed structure-property studies were performed on these molecules to achieve energetic performance for the first time. Stability correlations are established for the title compounds by analyzing bond dissociation energies. For the polynitroimidazopyridines, with the increase in the number of nitro groups, the volume, density, detonation velocity and detonation pressure increase. Calculation results of detonation velocity and detonation pressure for the compounds indicate that molecules D, J, E, K, F and L outperform RDX, and molecules D and J perform similarly to HMX. According to the calculated BDE, the N–NO2 bond is the trigger bond during the thermolysis initiation process. Molecules E and K essentially satisfy the quantitative criteria of energetics and stability as HEDCs. These results provide theoretical support for the molecular design of novel high energetic density compounds and experimental synthesis.
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    Inclusão-separação e pre-concentração de dioxina em amostras de sangue são descritas pelo processo de emulsão de nano membrana líquida de inclusão-facilitada. A novidade deste estudo está na aplicação de nano-bastões de calixareno assim como membranas líquidas de emulsão na pre-concentração seletiva e eficiente da dioxina. Para este fim, parâmetros de extração-inclusão de quatro derivados de p-tert-calix[4]areno com sulfonamidas sintetizados previamente foram investigados. As análises por cromatografia gasosa revelaram que sob condições otimizadas de operação, a pre-concentração da dioxina foi melhorada e o método atingiu menores limites de detecção.

  

   

  
    Inclusion-separation and preconcentration of dioxin from blood samples were reported by the inclusion-facilitated emulsion liquid membrane process. The novelty of this study is the application of nano-baskets of calixarene as well as emulsion liquid membranes in the selective and efficient preconcentration of dioxin. For this aim, inclusion-extraction parameters of four p-tert-calix[4]arene derivatives sulfonamide moieties previously synthesized were investigated. Analysis by a gas chromatograph revealed that under the optimized operating condition, the preconcentration of dioxin was improved and the method achieved lower limit of detections.

    Keywords: nano-basket, dioxin, inclusion, calixarene, emulsion liquid membrane

  

   

   

  Introduction

  Prior to industrialization, low concentrations of dioxins were formed in nature owing to geological processes and natural combustion. Today, concentrations of dioxins are found in all humans, with higher levels commonly found in persons living in more industrialized areas. The most toxic dioxin, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD), became well known as a contaminant of agent orange, a herbicide used in the Vietnam War.1

  The United States Environmental Protection Agency (US EPA) inventory of sources of dioxin-like compounds is the most comprehensive review of the sources and releases of dioxins.2-8 Dioxins are produced in small concentrations when organic material is burned in the presence of chlorine, whether the chlorine is present as chloride ions or as organochlorine compounds, so they are widely produced in many contexts. The general population takes up dioxins almost exclusively from ingestion of food, specifically through the consumption of fish, meat and dairy products. This happens since dioxins are fat-soluble and readily climb the food chain.9,10 Dioxins are also present in typical cigarette smoke.11 The estimated elimination half-life for highly chlorinated dioxins 
    (4-8 chlorine atoms) in humans ranges from 5 to 13 years.12 The accredited methods for sample collection, clean up and analysis of dioxins are presented in Table 1.

  
    

    [image: Table 1. Accredited methods for sample]

  

Emulsion liquid membrane (ELM) was invented by Li16 in 1968 and is known as one of the most promising separation methods for trace extraction of metal contaminants17-19 and hydrocarbons20,21 owing to the high mass transfer rate, high selectivity, low solvent inventory and low equipment cost. Frankenfeld et al.22 reported that ELM could be up to 40% cheaper than that of other solvent extraction methods. This process combines both extraction and stripping stages to perform a simultaneous purification and concentration.

  In this study, calixarene nano-baskets were used as bi-functional surfactant/carrier in the ELM process. By the method of one-at-a-time, the ELM process for selective extraction of dioxins was optimized. The process factors such as calixarene type and concentration (as surfactant and carrier), phase ratio (the volume of stripping solution to the volume of membrane) and treat ratio (the volume of emulsion phase to the volume of feed phase), mixing speed and solute concentration in feed phase were investigated and optimized.

   

  Experimental

  Chemicals and reagents

  The liquid membrane consists of a diluent (as membrane matrix) and a calixarene (as surfactant and carrier, simultaneously). The calixarenes were synthesized as described below. Carbon tetrachloride (CCl4) for high-performance liquid chromatography (HPLC) was gifted from Biosolve B. V. (Valkenswaard, The Netherlands). Doubly distilled water (DDW) with a specific resistivity of 18 MΩ cm, from a Milli-Q water purification system (Millipore, Bedford, MA), was used. Chlorobenzene (C6H5Cl), tetrachloroethylene (C2Cl4) and n-decane (C10H22) were purchased from Fluka and Sigma-Aldrich, respectively. Anhydrous sodium sulfate ((NH4)2CO3), acetone and hexane were purchased from Merck (Darmstadt, Germany).

  The experiments were carried out using four derivatives of p-tert-calix[4]arene: di-[N-(phenyl)sulfonyl carboxamide], p-tert-calix[4]arene di-[N-(para-hydroxy phenyl)sulfonyl carboxamide], p-tert-calix[4]arene di-[N-(para-nitro phenyl)sulfonyl carboxamide] and p-tert-calix[4]arene di-[N-(para-methyl phenyl)sulfonyl carboxamide]. The synthesis procedures were previously published.23 The chemical structure of calixarene scaffolds 01-04 used in the experiments are presented in Figure 1.
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Preparation and characterization of ELMs

  The specific amounts (1, 3, 4, 5 and 10 wt.%) of calixarenes (01, 02, 03 and 04) were dissolved in 25 mL of each diluent (C10H22, C6H5Cl, C2Cl4 and CCl4) and thus membrane solutions were prepared. (NH4)2CO3 solution (25 mL, 0.5 mol L-1) was used as stripping solution. In 100 mL beaker, stripping solution was added dropwise to the stirred membrane solution and the two-phase system was stirred continuously for 30 min at mixing speed of 1500 rpm by a variable speed mixer equipped with a turbine-type Teflon impeller. The mixture of the membrane and the stripping solution were emulsified.

  The method was evaluated by characterizing size, size distribution and stability of the emulsions. Size and size distribution of water-in-oil (w/o) droplets were obtained by optical microscopy (Mettler FP). The digital format of captured micrographs was analyzed by means of an image analyzer software (Digital Micrograph TM, Gatan Inc.). Using a Neubauer camera, the volume of analyzed samples was controlled. By size distribution changes at constant times, the stability of w/o droplets was monitored and evaluated by image analyses from photographs obtained during the diafiltration experiments.

  Sample preparation and ELM experiments

  Plasma samples were accurately weighed to 5 g and mixed with 4 g Isolute (International Sorbent Technology Ltd., Hengoed, Mid Glamorgan, UK). Then, they were extracted with acetone:hexane (1:4, v v-1, 150 °C) for 10 min. The extracts were concentrated to dryness treated with anhydrous sodium sulfate, and the lipid contents were gravimetrically determined. The lipids were emulsified in DDW and were used as the feed solution.

  In 500 mL beaker, the prepared ELM was added to some volumes of feed solution, while a variable speed mixer equipped with a turbine-type impeller stirred them at 500 rpm during 30 min. The speed of the mixer was regulated by a voltage regulator. To determine the important variables governing the permeation and separation of dioxin, calixarene type and concentration, the phase and the treat ratios, membrane diluent type, mixing speed and initial solute concentration in the feed phase were varied to observe their effects on the separation. The samples were taken from the stirred cell periodically during the course of the run. The feed phase of the samples was separated from the emulsions by filtration using a filter paper. The emulsion was demulsified by freezing. The concentration of dioxin was analyzed using gas chromatography.

  Analytical instruments

  Hewlett Packard (HP) model 5890 gas chromatograph equipped with a flame ionization detector (FID) was used. In order to confirm peak identities, a HP model 6890 gas chromatograph, equipped with a mass selective detector, was used. A cross-linked polyethylene glycol column (HP-INNOWax) with 30 m length, 1.0 μm film thickness and 0.53 mm i.d. was used. Based upon the best results of error and trials, the oven temperature was programmed as four distinct methods. Figure 2 shows the gas chromatograms of different trials. Figure 2a corresponds to the above-mentioned conditions except that the oven temperature program was: 50 °C (0 min), raised at 20 °C min-1 to 280 °C (10 min), reduced at 50 °C min-1 to 180 °C (1 min) and raised again at 5 °C min-1 to 2800 °C (5 min). Figure 2b corresponds to the above-mentioned conditions except that the oven temperature program was: 50 °C (0 min), raised at 20 °C min-1 to 250 °C (5 min), reduced at 50 °C min-1 to 150 °C (1 min) and raised again at 5 °C min-1 to 250 °C (5 min). Figure 2c corresponds to the above-mentioned conditions except that the oven temperature program was: 50 °C (0 min), raised at 10 °C min-1 to 200 °C (5 min), reduced at 50 °C min-1 to 200 °C (1 min) and raised again at 10 °C min-1 to 250 °C (5 min). Figure 2d (the best conditions) corresponds to the above-mentioned conditions except that the oven temperature program was: 80 °C (0 min), raised at 20 °C min-1 to 320 °C (5 min), reduced at 70 °C min-1 to 180 °C (1 min) and raised again at 5 °C min-1 to 320 °C (5 min). This thermal program was used for further experiments.

  
    

    [image: Figure 2. Gas chromatograms]

  

  The temperatures of injector and FID detector were set to 290 and 300 °C, respectively. The splitless operating mode, with purge valve open after 1 min of operation, was used, while the column head-pressure, the linear velocity and flow rate of gas were 2.0 psi, 20 cm s-1 and 3.0 mL min-1, respectively.

   

  Results and Discussion

  In several studies, it was shown that calixarenes are appropriate carriers for extraction of chlorinated aromatics in the organic phase. At the basic internal interface of the membrane phase, dioxin was stripped by the internal agent and transformed into a new species that could not reversibly penetrate the membrane. The reversible reactions at both interfaces of the membrane phase with non-ionizable calixarenes as surfactant/carrier in an ELM system are depicted in equation 1.

  
    [image: Equação 01]

  

  where Calix means the calixarene scaffold in the molecular form, and Dioxin:Calix represents the calixarene complex with dioxin.

In the acidic solutions, di-ionizable calixarenes are present in their molecular state. On the other hand, they are hydrolyzed in alkaline solutions. The ionic form includes the cationic species, while the molecular form cannot capture them. After that, the new uncharged complex diffuses throughout the organic membrane. To the natural or acidic feed phase side, the calixarene complex dissociates as an uncharged calixarene molecule, diffuses into the organic membrane again. This transportation is repeated during the extraction until the chemical potentials on both sides are equal. Figure 3 depicts the mechanism of facilitated transport of dioxin in ELM process.


    

    [image: Figure 3. Facilitated transport mechanism]

  

  The blood matrix was used as feed-phase, behind the emulsion membrane. Selective transportation of dioxin, caused by calixarene carriers, prevents the diffusion of matrix ingredients from feed-phase to strip-phase. On the other hand, the emulsion membranes allowed the dioxin to be transferred from the blood matrix, outer side, to the strip-phase, inner side. The process concentrated the dioxin in the strip-phase. This kind of dioxin pre-concentration enhances the figures of merit (such as limit of detection) in analytical measurements.

  The optimum conditions for the extraction of dioxin were determined by the method of one-at-a-time. Table 2 presents all conditions tested as well as the optimum conditions in bold type. The optimization methodologies are discussed below.
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  Effect of calixarene type

  Type of calixarene is the most important factor that influences the selectivity of an inclusion-ELM system, and can often be used in related liquid-liquid extractions. The effect of calixarene type on the extraction efficiency of dioxin was studied in the ELM process and the results are in Figure 4. According to the results, although calixarene 03 gives a higher rate of extraction in the first 10 min compared to calixarenes 01, 02 and 04, it gradually deteriorates with time. These results indicate that derivative 03 was more favorable than derivatives 01, 02 and 04 as emulsifier/carrier. Therefore, derivative 03 was selected among other scaffolds.
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  Effect of calixarene concentration

  Extraction of dioxin was enhanced by increasing the calixarene concentration from 1-5%. However, further increase of 5-10% hardly affected the extraction performance. According to Figure 5, further increase of calixarene concentration decreases the efficiency of the extraction. Increasing the calixarene concentration up to 5% increases the stability of ELMs. This leads to decrease of the break-up rate. Therefore, the extraction performance of solutes is increased. Further increase of calixarene concentration leads to decrease of the capturing rate and stripping reaction because the dioxin remains in the complex form (in the membrane). 

    This affects the final recovery of the ELM process.
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  Excess of calixarenes tends to increase the interface resistance and the viscosity of membrane. Thus increasing from 5% enhances the emulsion stability, however, decreases the mass transfer. Hence, there is an optimum in the concentration of calixarenes around 4%. The excess of calixarene concentration leads to osmotic swelling and membrane breakdown. Hence, the concentration of 4% was accepted as optimum concentration. Another criterion is the financial impact of calixarenes on the ELM process cost as they are the most expensive, thus lower concentrations are preferred.

  Effect of phase ratio (strip phase volume/membrane volume)

  The phase ratio is defined as the volume of stripping solution to the volume of membrane. Figure 6 shows the effect of phase ratio on the extraction of dioxin, in which it increases with the raise of phase ratio up to 4:5. At this level, the maximum extractions yields were observed. By increasing the strip phase volume, the film thickness of the emulsion was reduced owing to the strip phase dispersion in the membrane by mixing. This favored extractions resulting in the dioxin extraction increase. Increasing the strip phase volume beyond 4:5 caused the instability of the globules.
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  Effect of treat ratio (feed volume/emulsion volume)

  The treatment ratio, defined as the volume ratio of the emulsion phase to the feed phase, plays an important role in the determination of the ELM process efficiency. By increasing the amount of emulsion in the feed phase, the number of available droplets and interfacial surface area per volume unit of the feed solution increase. This leads to mass transfer increase of the solutes from the feed to the membrane. Increasing the treat ratio slightly increased the emulsion droplet size and reduced the interfacial surface area. The increment in the size of droplets was counter-balanced by their amount reduction. The results are depicted in Figure 7, in which the extraction efficiency was improved by increasing the treat ratio from 0.1 to 0.3. Beyond 0.3, the further increase in the ratio caused the instability of globules and less extraction efficiency.
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  Effect of membrane type

  One of the most crucial tasks in all types of ELM processes is the choice of the membrane phase. The interactions of membrane toward the carrier as well as its viscosity are two main parameters that are controlled by choosing the membrane type. The membrane phase viscosity determines the transport rate of carrier or solutes and the residence or contact time of the emulsion with the feed phase. It is important to note that residence time is system specific and varies for each organic phase under the given conditions. In this work, the effect of four organic phases on the extraction performance was investigated. Carbon tetrachloride, chlorobenzene, tetrachloroethylene and n-decane were the choices. The results are presented in Figure 8. According to the results, n-decane was selected as the best diluent in the following experiments.
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  Comparison with other methods

  Owing to evaluate this novel approach, its advantages and disadvantages were compared with other methods for dioxin analysis. For this aim, the present method was compared with some accredited methods (for sample collection, clean up and analysis of dioxins), which are presented in Table 1 including EPA 1613B, 1668A and 8290A methods;13 European Standards EN 1948 method;14 Japanese Standards Association (JSA) Japanese Industrial Standards (JIS) K 0311 and K 0312 methods.15

  The limits of detection (LOD) for TCDD using EPA 1613B, 8290A and 1668A methods were determined as 4.4 pg L-1, 6 ng L-1 and 50 μg L-1, respectively; while the LOD for the present method was determined to be 1.0 pg L-1. Concerning the contamination and interferences, the natural lipid content of blood matrix can interfere in the analysis of TCDD. The lipid contents of different species and portions of tissue can vary widely. Lipids are soluble to varying degrees in various organic solvents and may be present in sufficient quantity to overwhelm the column chromatographic clean up procedures used for clean up of sample extracts. Hence, lipids must be removed by the lipid removal procedures. While the present method does not need such purifications since they remain in the membrane without coming to strip phase. Another issue that should be explained is the filtration of particles. EPA Methods 1613B is based upon such filtration processes, while it is not necessary in the present approach since the particles do not affect the extraction performance nor the emulsion stability.

  In comparison to EN 1948 method (filter/cooler method), the present method showed similar advantages including lower limit of detection, no contaminants and avoiding filtration. Moreover, difficult conditions of high temperature as well as complicated apparatuses were eliminated in the present approach. Eventually, most common researches have reported the limit of detections in the order of 10 pg L-1.24

   

  Conclusion

  Dioxin in blood plasma was recovered by an ELM process using calixarene nano-baskets. Hence, derivatives of p-tert-calix[4]arene bearing different sulfonamide moieties (as both the extractant and the demulsifier) were investigated in ELM to extract and concentrate dioxin from the feed solutions. From this work, the following conclusions can be drawn.

  The optimum conditions of the inclusion ELM process were determined experimentally and tabulated in Table 2. The best stirring speed was determined to be 300 rpm and the increase from 300 to 500 rpm resulted in deterioration of emulsion stability and the efficiency of inclusion-extractions. The optimum conditions of both the phase and the treat ratios were determined to be 0.8 and 0.3, respectively. At the optimum conditions, the extraction of dioxin was achieved with an efficiency of about 98.0-99.0% from the basic solution (ammonium carbonate, 0.4 mol L-1) within 10-20 min.
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    Um método in situ de microextração líquido-líquido dispersiva com líquidos iônicos (IL-DLLME) foi desenvolvido como uma nova abordagem para a detecção de quatro pesticidas piretróides em amostras de água do ambiente. O método é simples, rápido, preciso e ambientalmente amigável. O líquido iônico hidrofóbico, [C8MIM]-NTf2, formado pelo líquido iônico solúvel em água [C8MIM]Cl e o reagente de troca iônica LiNTf2 foi usado como solvente de extração. Os parâmetros experimentais que influenciam a eficiência de extração, incluindo a quantidade de líquido iônico (IL), a extração e tempos de centrifugação e a concentração de sal foram investigados e otimizados utilizando um design com matriz ortogonal (OAD). A razão molar adequada do LiNTf2 para [C8MIM]Cl nas recuperações de analitos foi determinada após otimização do OAD. O método mostrou uma boa resposta linear no intervalo de 0,5 a 500 μg L−1 com coeficientes de correlação (R2) acima de 0,9998. O desvio padrão relativo (RSD) variou de 0,6 a 1,9%. O fator de enriquecimento, o limite de detecção e recuperação variaram de 134 a 153, 0,02 a 0,18 μg L−1 e de 89,7 a 95,6%, respectivamente. Para as amostras de água, o RSD variou entre 0,02 e 2,34% e a recuperação variou de 91,4 a 99,9%.

  

   

  
    An in situ ionic liquid dispersive liquid-liquid microextraction (IL-DLLME) method was developed as a new approach for the detection of four pyrethroid pesticides in environmental water samples. The method is fast, simple, accurate and environmentally friendly. The hydrophobic ionic liquid, [C8MIM]-NTf2, formed by the water-soluble ionic liquid [C8MIM]Cl and the ion exchange reagent LiNTf2 was used as the extraction solvent. The experimental parameters affecting the extraction efficiency, including the amount of the IL, the extraction and the centrifugation times and the salt concentration were investigated and optimized using an orthogonal array design (OAD). A suitable molar ratio of LiNTf2 to [C8MIM]Cl on the recoveries of analytes was determined after OAD optimization. The method showed a good linear response in the range of 0.5 to 500 μg L−1 with correlation coefficients (R2) above 0.9998. The relative standard deviation (RSD) varied from 0.6 to 1.9%. The enrichment factor, the limit of detection and recovery ranged from 134 to 153, 0.02 to 0.18 μg L−1 and 89.7 to 95.6%, respectively. For water samples, the RSD ranged from 0.02 to 2.34% and the recovery ranges from 91.4 to 99.9%.

    Keywords: in situ IL-DLLME, pyrethroid pesticides, orthogonal array design, HPLC-UV, environmental samples

  

   

   

  Introduction

  Pyrethroids are pesticides based on the chemical structures of natural pyrethrins but have better biological performance and lower mammalian toxicity.1,2 Pyrethroids are used worldwide for crop pest control and environmental health. The use of pyrethroids has brought many benefits to people. However, in recent years, studies have shown that pyrethroids have estrogenic activity, can interfere with the endocrine system and cause cumulative toxicity.3,4 Therefore, it is important to develop an efficient, economical and convenient method for the detection of pyrethroids.

  In recent years, the negative effects of pesticides present in food and in the environment on humans have gained more attention. A more efficient sample preconcentration and pretreatment method is needed for the determination of the concentrations of trace analytes in complex matrices. However, traditional liquid-liquid extraction (LLE) procedures are often considered to be labor intensive, time consuming, and environmentally unfriendly due to the use of large quantities of volatile and potentially toxic organic solvents. In the past few years, many research efforts have been focused on the development of efficient, miniaturized, and environmentally benign sample extraction methods, such as solid-phase microextraction (SPME)5-11 and liquid-phase microextraction (LPME).12-15

  Rezaee et al.16 developed a dispersive liquid-liquid microextraction (DLLME) method, which has been used for the analysis of a variety of pesticides residues. DLLME is typically based on a ternary solvent system in which the extraction solvent (hydrophobic) and the dispersion solvent (hydrophilic) are rapidly injected into the aqueous sample, resulting in a turbid solution. The obtained turbid solution has a large contact area between the fine extraction solvent droplets and the aqueous analyte solution, remarkably decreasing the extraction time and increasing the extraction efficiency. This technique has many advantages over other microextraction methods because it is more convenient and simpler and requires less-expensive devices. This method has been successfully applied to the preconcentration and sensitive analysis of many pesticides.17-19 However, DLLME involves the use of extraction solvents with densities greater than that of water, such as chloroform, chlorobenzene, carbon tetrachloride, and tetrachloroethane, and these solvents are toxic and pollute the environment. Consequently, the development of new DLLME methods aims to minimize the organic solvent consumption.20

  Ionic liquids (ILs) are a class of non-molecular solvents with low melting points (< 100 °C) that combine organic cations and various anions. They have many advantageous properties, such as a negligible vapor pressure, chemical and thermal stability, and good solubility in both organic and inorganic solvents and solutions. ILs, novel green solvents, have been widely used in microextraction instead of traditional organic solvents.21,22 This technique has been used for the sensitive analysis of organophosphorus insecticides,23 heterocyclic insecticides,24 pyrethroids,25,26 phthalate esters,27 polycyclic aromatic hydrocarbons,28-30 and other analytes. In addition to the typical IL-DLLME method, temperature-controlled IL-dispersive LPME31-35 has been used to extract different types of pesticides and has become an important subtype of DLLME. To improve the extraction efficiency of DLLME, ultrasound is applied to help disperse the IL extraction solvent. Ultrasound-assisted ionic liquid-dispersive LPME (USA-IL-DLPME) has been used for the detection of aromatic amines.36 However, an organic dispersion solvent is required, not only in typical DLLME but also in modified DLLME, to promote the formation of fine droplets of the extraction solvents (ILs) within the aqueous solution.

  The in situ halide exchange reaction is conducted using an ion exchange reagent to replace the chloride ions in the original ionic liquid to form a new hydrophobic ionic liquid. Due to the water solubility of the hydrophilic ionic liquid, after the ion-exchange reaction, the hydrophobic ionic liquid can disperse into fine droplets in water. This approach was first applied to the detection of metals.37-39 Later a similar in situ IL-DLLME approach was utilized by Yao et al. for the detection of organic compounds.40, 41 The in situ halide exchange reaction and the extraction process can be completed within a very short time with a high extraction efficiency. There is no need for an organic dispersive agent or heating steps in the extraction process, effectively shortening the extraction time and increasing the enrichment factor.

  To the best of our knowledge, no previously published study has used the in situ DLLME process to extract pyrethroid compounds from water samples. Consequently, the main aim of this work was to expand the applications of the in situ DLLME method to the detection of a group of four pyrethroids (meperfluthrin, cyhalothrin, fenvalerate, and permethrin) in complex aqueous samples. In the extraction procedure, a hydrophilic IL (1-octyl-3-methylimidazolium chloride, [C8MIM]Cl) and an ion-exchange reagent (lithium bis[(triﬂuoromethane)sulfonyl]imide, LiNTf2) were added to the aqueous solution in sequence and a hydrophobic IL (1-octyl-3-methylimidazolium bis[(triﬂuoromethane)sulfonyl]imide, [C8MIM]-NTf2) was formed in situ as extraction solvent (Figure 1). Several factors, including the amount of the IL, the addition of sodium chloride, the extraction time and the centrifugation time, were studied using orthogonal array optimization to achieve the highest extraction efficiency. A suitable molar ratio of LiNTf2 to [C8MIM]Cl on the recoveries of analytes was determined after OAD optimization by comparing the extraction efficiency using different molar ratio of LiNTf2 to 
    [C8MIM]Cl. After the selection of the optimum sample pretreatment conditions, the performance of the in situ IL-DLLME-LC method was evaluated based on linearity, precision, and the detection and quantitation limits. Finally, this method was applied to real water samples, including tap water, bottled mineral water, reservoir water and river water.
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  Experimental

  Reagents and Materials

  All pesticide standards (meperfluthrin, cyhalothrin, fenvalerate, and permethrin) were obtained from Aladdin Reagent Corporation (Shanghai, China). [C8MIM]Cl was obtained from the Center for Green Chemistry and Catalysis, LICP, CAS (Lanzhou, China). LiNTf2 was purchased from Zhejiang Jiuzhou Pharmaceutical Co. (Zhejiang, China). The acetonitrile used for spectroscopy was purchased from Dikma Limited (Beijing, China), and the deionized water was purified using a Milli-Q SP Reagent Water System (Millipore, Bedford, MA, USA). Analytical-grade sodium chloride was obtained from the Beijing Chemical Factory (Beijing, China). The stock standard solutions of the individual insecticides (1 mg mL–1) were prepared by dissolving each standard in HPLC-grade acetonitrile and were stored in a refrigerator, protected from light. Mixed standard solutions were prepared in acetonitrile. The aqueous working solutions were prepared daily by diluting the mixed standard solution to different concentrations in ultrapure water. Tap water, river water, and reservoir water samples from Beijing, China, were collected in glass bottles for method validation. The real water samples were stored in the refrigerator, protected from light, and filtered through a 0.22 μm mixed cellulose membrane (Agla, USA) before use.

  Instrumentation

  The chromatographic analysis was carried out on an Agilent 1200 HPLC system equipped with a variable wavelength detector (VWD) system (CA, USA). A high‑pressure injection valve fitted with a 20 μL loop was used for sample injection. The separation of the analytes was carried out on an Agilent Eclipse Plus C18 column (250 mm × 4.6 mm, 5 μm). Acetonitrile/water (80:20, v/v) was used as the mobile phase at a flow rate of 1 mL min–1. The injection mode was partial-loop injection, the injection volume was 10 μL, and the detection wavelength was 230 nm. The IL was weighed with a Mettler-Toledo AL104 electronic balance (Shanghai, China). Centrifugation was performed in a 52a centrifuge from the Baiyang Centrifuge Factory (Xi'an, China) at a rate of 3500 rpm. Filtration was performed with a 0.22 μm mixed cellulose membrane (Agla).

  Extraction procedure

  Approximately 0.02 g of [C8MIM]Cl was added to a glass test tube with a conical bottom. Then, 8770 μL of a spiked water sample was placed into the tube. The IL was completely dissolved into the aqueous phase after shaking. A LiNTf2 aqueous solution (830 μL, 0.03 g mL–1) was added to the tube. Subsequently, a turbid solution was formed. After gentle shaking, the tube was cooled in an ice-water bath for 1 min to enhance the extraction. Then, the turbid mixture was centrifuged at 3500 rpm for 5 min. The upper aqueous phase was removed with a syringe. Approximately 25 μL of [C8MIM]-NTf2 was deposited at the bottom and was then removed with an HPLC microsyringe. Of this amount, 10 μL was directly injected into the HPLC system for analysis.

   

  Results and Discussion

  DLLME optimization

  Orthogonal array design (OAD) has been applied to optimize a variety of sample preparation processes including LPME, MAE (microwave-assisted extraction), UA-DLLME (ultrasound-assisted dispersive liquid-liquid microextraction), and USAEME (ultrasound-assisted emulsiﬁcation-microextraction).42-45 OAD is a straightforward and cost-effective approach that can obtain the optimal conditions of each parameter in limited numbers of experimental trials. First, we tested ranges of various experimental parameters, such as the amount of IL, NaCl concentration, extraction time and centrifugation time. The amount of IL was firstly optimized using the one-factor-at-a-time approach to determine the optimum range of the OAD. The optimum ranges of the other parameters (NaCl concentration, extraction time and centrifugation time) were determined according to the references.46-48 A wide range of NaCl concentrations (0-15%) was set for OAD optimization. The range of the extraction time was 1 to 20 min and the centrifugation time ranged from 5 to 20 min.

  In the IL-DLLME procedure, the amount of IL is an essential factor affecting the EF and the extraction recovery. The effect was examined using different amounts of IL (i.e., 0.01, 0.02, 0.03, 0.04 and 0.05 g) in a 10 mL water sample at a spiked level of 50 μg L−1. The curves for the final recovery against the IL amount are shown in Figure 2. The recovery increased greatly when the amount of [C8MIM]Cl increased from 0.01 to 0.02 g. By increasing the amount from 0.02 to 0.05 g, the extraction recoveries for the four pyrethroids reached a constant level. Mass transfer of pyrethroids might reach the equilibrium state as the IL amount was higher than 0.02 g. However, enrichment factors decreased from 120-163 to 66-86 in the 0.03 to 0.05 g range as the volume of the sediment phase increased. Consequently, 0.02 g was used as the optimum quantity for the extraction in the further studies since the highest EFs were obtained and the recoveries were acceptable.

  
    

    [image: Figure 2. Effects of the IL amount]

  

  The four relevant parameters (the amount of [C8MIM]Cl, the NaCl concentration, the extraction time, and the centrifugation time) were studied using an orthogonal model to identify the factors that significantly affect the extraction efficiency.

  Orthogonal screening

  Instead of the traditional one-factor-at-a-time approach, an orthogonal experiment [L16 (44)] was conducted to determine the relative contribution of each factor. This experiment was carried out in a 10 mL water sample spiked with standard perithriods solution at 50 μg L−1 level. All analytes showed similar tendencies. The effects of the amount of [C8MIM]Cl / g (A) (A1, 0.01; A2, 0.02; A3, 0.03; and A4, 0.04), the NaCl concentration (B) (B1, 0%; B2, 5%; B3, 10%; and B4, 15%), the extraction time / min (C) (C1, 1; C2, 5; C3, 10; and C4, 20), and the centrifugation 
    time / min (D) (D1, 5; D2, 10; D3, 15; and D4, 20) on the recovery are summarized in Table 1. Kn is the mean effect of each parameter at different levels. R is the Kn range, and its value represents the extent to which the extraction efficiency was affected as the level of each parameter was varied.
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  According to the R values, the effects on the mean extraction yields of the target analytes increased in the order C < D < B < A. These results indicated that the amount of [C8MIM]Cl was the most important factor affecting the extraction efficiency. The extraction efficiency against the amount of [C8MIM]Cl showed a similar trend to the one-factor-at-a-time approach in Figure 2. The NaCl concentration was another critical parameter for the extraction efficiency. Based on the orthogonal screening results, the amount of [C8MIM]Cl, extraction time, centrifugation time and concentration of NaCl were selected as 0.02 g, 1 min, 5 min and 0%, respectively.

  Optimization of the molar ratio of LiNTf2 to [C8MIM]Cl

  The amount of the ion-exchange reagent is an important factor affecting the extraction efficiency. The effect was investigated by varying the molar ratio of LiNTf2 to [C8MIM]Cl from 1:1 to 3:1 (830, 1250, 1660, 2490 μL of 0.03 g mL–1 LiNTf2 solution). As shown in Figure 3, the recovery decreased and basically reached a constant level when excess LiNTf2 was added to the extraction mixture. This result may be attributed to the fact that the addition of LiNTf2 greatly increased the viscosity of the solution, which may have made it difficult for molecules to diffuse into the IL extraction phase. Although the addition of LiNTf2 may result in a higher volume of sedimented IL, it may prevent the analytes from transferring into the IL phase, leading to the obvious decrease in the peak area. When excess LiNTf2 aqueous solution was added, the EF also tended to decrease. Thus, the molar ratio was fixed to 1:1 in the subsequent investigations.
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  Based on the orthogonal screening and the optimization of the molar ratio of LiNTf2 to [C8MIM]Cl, the following optimal conditions were used in the proposed DLLME method: 0.02 g [C8MIM]Cl as the extraction solvent, 830 μL LiNTf2 solution (0.03 g mL–1), 1 min extraction time, 5 min centrifugation time, and no NaCl addition.

  Martix effect

  Compounds with a high molecular mass (such as humic acids that are commonly found in environmental matrices) can affect the ionization of lower mass molecules in complex matrices.49 Humic acid is common high molecular weight compounds in the environment and organisms, and it was selected as interferences to study the matrix effect in this type of analysis. To study the inﬂuence of the matrix on the extraction procedures, standard solutions with humic acid were extracted under the optimized conditions. Figure 4 showed that the extraction recoveries were in the range of 80-97% for all the studied pyrethroids at different humic acid concentrations (0-5 mg/L). These results indicated that there was no signiﬁcant matrix effect on the extraction efficiencies under in-situ metathesis reaction combined with ionic liquid dispersive liquid-liquid microextraction.

  
    

    [image: Figure 4. The matrix effect on the extraction]

  

  Extraction conditions are as follows: 10.0 mL sample solution with different humic acid concentrations (0-5 mg L–1) and no salt addition, 0.02 g of [C8MIM]Cl and 830 μL LiNTf2 solution (0.03 g mL–1) for the extraction solvent, 1 min extraction time and 5 min centrifugation at 3500 rpm.

  Method validation

  The in situ IL-DLLME technique was evaluated based on linearity, the limit of detection (LOD), precision, the EF, and the recovery under the optimized condition. The results are listed in Table 2. This method exhibited high linearity for all analytes in the range from 0.5 to 500 μg L−1, with correlation coefficients (R2) above 0.9998. The LOD was calculated using three times the signal-to-noise ratio (S/N = 3). 
    Limit of detection values between 0.02 and 0.18 μg L−1 were obtained. The limit of quantitation (LOQ) was calculated using 10 times the signal-to-noise ratio (S/N = 10), and these values were in the range of 0.05-0.60 μg L−1. The relative standard deviations (RSDs) of the analytes ranged from 0.6 to 1.9%. The extraction recoveries and enrichment factors of the proposed method were acceptable, ranging from 89.7 to 95.6% and 134 to 153, respectively.
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  Analysis of real water samples

  The applicability of the in situ IL-DLLME method was validated by extracting analytes from four real water samples, including tap water, reservoir water, river water, and bottled mineral water. The results are shown in Table 3. The results indicated that the analytes concentration in the samples was below the LOQ of the method. These samples were then spiked with pyrethroids at concentrations of 50 and 500 μg L−1 to investigate the effect of the sample matrix. As shown in Table 3, the spiked recoveries were in the range of 91.4-99.9%, with the precisions of 0.02-2.34% (RSD). These results indicate that the matrix complexity had little effect on the in situ IL-DLLME method. Hence, this method has a wide range of applicability in the preconcentration of insecticides in water samples. A typical chromatogram for the tap water samples is presented in Figure 5.
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  Conclusions

  In situ IL-DLLME method was successfully applied for the determination of four pyrethroids in aqueous environmental samples, which including tap water, bottled mineral water, reservoir water and river water. In the developed method, the formation of immiscible IL and the subsequent transfer of the analytes take place in one step without the use of dispersive organic solvents, which are required in conventional DLLME. Optimization of the experimental variables was performed using OAD and the relative contributions of different parameters were determined. This method provides high recoveries, a wide linear range, good repeatability, and high enrichment factors within a very short time, covering the maximum limits permissible for pyrethroids in water samples set by international regulatory organizations. It is expected that this technique has the potential to be widely used in the preconcentration and extraction of analytes from aqueous samples in the future. The application of this in-situ IL-DLLME method to the study of more complex matrices is recommended to draw further conclusions.
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    Superfícies super-hidrofóbicas com ângulos de contacto maiores ou iguais a 159º foram preparadas utilizando nanopartículas de dióxido de titânio e trimetoxipropil silano (TMPSi) em solventes aquosos ou não aquosos. A superfície super-hidrofóbica preparada em solvente aquoso mostrou uma histerese angular alta. Por outro lado, a superfície super-hidrofóbica preparada em solvente não aquoso teve uma histerese angular baixa e propriedades auto-limpantes. O uso da espectroscopia NEXAFS (Near Edge X-ray Absorption Fine Structure) é demonstrado e justificado no estudo de superfícies super-hidrofóbicas com a ajuda da espectroscopia no infravermelho com transformada de Fourier no modo de refletância total atenuada (FTIR-ATR). O presente estudo realça a importância da heterogeneidade química de uma superfície sobre as propriedades finais de uma superfície super-hidrofóbica. As propriedades autolimpantes de uma superfície super-hidrofóbica somente são obtidas com um completo recobrimento da superfície com TMPSi quando um solvente não aquoso é utilizado. Esse resultado é sustentado por dados detalhados de NEXAFS e FTIR-ATR.

  

   

  
    Superhydrophobic surfaces with static water contact angles higher or equal to 159º were fabricated using titanium dioxide nanoparticules and trimethoxypropyl silane (TMPSi) in aqueous or non-aqueous solvents. The superhydrophobic surface fabricated in aqueous solvent showed high contact angle hysteresis. On the other hand, the superhydrophobic surface fabricated in non-aqueous solvent showed low contact angle hysteresis and self-cleaning properties. The application of near edge X-ray absorption fine structure (NEXAFS) spectroscopy in surface analysis of superhydrophobic surface is demonstrated and justified with the help of Fourier transform infrared spectroscopy by attenuated total reflectance (FTIR-ATR). The present work highlights the importance of chemical heterogeneity of the surface on the final properties of a superhydrophobic surface. The self cleaning superhydrophobic surface is obtained only with a complete coverage of the surface with TMPSi in a non-aqueous solvent. This finding is supported by detailed NEXAFS and FTIR-ATR data.

    Keywords: superhydrophobic, titanium dioxide, NEXAFS, contact angle hysteresis

  

   

   

  Introduction

  When a liquid droplet contacts a solid surface, that droplet will either spread out on the surface or remain as a droplet depending on the surface characteristics. If the water contact angle (CA) is larger than 150º, the surface is defined as superhydrophobic. In the last decade, extensive studies have been carried out to analyze such superhydrophobic surfaces revealing the importance of surface roughness and chemical morphology.1-8 There are two possible wetting states on rough surfaces: the Wenzel9 which is a homogeneous state and the Cassie and Baxter10 that is a composite state. In the Wenzel state, the water droplets pin the surface in a wetcontact mode without any movement, even if the surface is fited to a vertical position or turned upside down. In the Cassie state, the water droplet adopts a non-wet contact mode on the solid surface and can easily roll off due to their low water adhesion. The contact angle hysteresis (CAH), which is the difference between the contact angle at the increased droplet volume (θA) and the contact angle at the decreased droplet volume (θB), for a droplet on these superhydrophobic surfaces has a value lower than ca. 10º. Superhydrophobicity with low hysteresis promises plenty of valuable usages in practice, such as self-cleaning,11 anti-sticking12 and anti-contamination.1 Additionally, a transitory state between the Wenzel and Cassie states known as transition or metastable state, in which a water droplet can transit from a composite to a fully wetted state upon external disturbances, also exists. In this metastable state, an energy barrier between those two states which, can be overcome by external disturbances, was proposed.13,14 A new superhydrophobic state called the Gecko state prepared with superhydrophobic polystyrene nanotubes15 with high adhesive force mimicking the Gecko feet was also proposed by Wang et al.16 The states of a superhydrophobic surface are also a subject of controversy based on contact area, triple phase liquid/air/solid contact line and which state pertains to different circumstances.16-20

  A lotus leaf is the prototype of a superhydrophobic surface, but there is another one called the rose petal effect, which is a superhydrophobic state with high CAH. In the superhydrophobic surface of a rose petal (rosea Rehd), a water droplet cannot roll off even when the petal is turned upside down.21 The high hysteresis of the rose petal is explained by the different designs in the surface hierarchical micro and nanostructures where the water droplet can impregnate the microstructure and partially penetrates into the nanostructure. This intermediate state is referred as the Cassie impregnating wetting state.21,22 Wetability and in particular the hysteresis on superhydrophobic surfaces are mainly ruled by the surface geometrical structure and surface composition. CAH is influenced by thermodynamic and kinetic factors such as surface structure and heterogeneity, chemical heterogeneity, triple phase contact line, liquid penetration, surface mobility, surface defects, etc.23,24

  The use of synchrotron radiation sources presents new opportunities to apply X-ray absorption spectroscopy to a variety of analytical problems. Electronic and structural properties are studied by many tools and techniques developed over the last century. Synchrotron based spectroscopic techniques have contributed significantly to understand the microscopic properties in the last decades. Among synchrotron-based spectroscopic techniques, near edge X-ray absorption fine structure (NEXAFS) spectroscopy, also called XANES (X-ray absorption near edge structure), probes the absorption of electromagnetic radiation by excitation of core electrons into unoccupied bound or continuum states, which in turn are helpful to study the electronic and the structural properties of materials. NEXAFS spectroscopy uses tunable, polarized X-rays from a synchrotron source to determine which bonds are present on the surface as well as their orientation.25-27 The X-rays used in NEXAFS spectroscopy excite a core electron into an empty molecular orbital, leaving a hole in the core shell. This hole is filled by an electron from a higher energy level and an Auger electron is emitted. The number of Auger electrons that are detected for a specific given X-ray energy supplies information about the number of core-holes that are created and therefore the transition that is occurring. NEXAFS has been successfully utilized for a wide range of adsorbate system, in which the spectroscopy has provided useful information contributing to the understanding of both adsorption geometries and surface chemical bond. NEXAFS spectroscopy is precisely in the soft X-ray spectral region where sharp core levels are found for S, C, N, Ti, O and F elements occurring in materials. NEXAFS selects a specific atomic species through its K-edge and probes its bonds to intra‑molecular and extra‑molecular (surface atoms) neighbors. By comparing the spectra for free and chemisorbed molecules, NEXAFS spectroscopy can also reveal which orbitals are involved in the chemisorption bond.26 In NEXAFS spectroscopy, the signal obtained by electron yield detection mode is surface sensitive when compared to fluorescence yield (bulk sensitive) and the information depth of NEXAFS spectroscopy in total electron yield mode is between 20 and 40 Å.28

  Our group has recently shown that a very simple and inexpensive method to fabricate superhydrophobic surfaces using functionalized TiO2 nanoparticles with different liquid-solid adhesion properties can be prepared using lower alkyl chain silane in different solvents.29 The difference in hysteresis of the superhydrophobic surfaces prepared was explained by the size difference of hierarchical micro and nanostructures together with different chemical surface properties. In particular, a novel liquid-solid adhesive behavior was found in coatings prepared in water solutions compared to xylene solutions. Based on X-ray photoelectron spectroscopy (XPS) data, the results were explained by the presence of Ti–OH groups on titanium dioxide left uncovered by oligomeric siloxanols formed in aqueous solution during aging. The present work is a step forward in the comprehension on the chemical aspects controlling the dynamic of a water drop on a superhydrophobic surface. NEXAFS and FTIR-ATR data of superhydrophobic surface fabricated using titanium dioxide and short alkyl chain silane (trimethoxypropyl silane) in aqueous (water/ethanol) and non-aqueous (xylene) solvent were investigated. NEXAFS spectroscopy was in situ applied to monitor the surface composition and chemical state of the superhydrophobic surfaces. From the data obtained, the interactions of the water drop on the different TiO2 functionalized surfaces are elucidated.

   

  Experimental

  Chemicals

  Trimethoxypropyl silane (TMPSi) of purity 97% was obtained from Sigma-Aldrich (Brazil). Xylene (mixture of isomers) was purchased from Merck (Brazil). Titanium dioxide nanoparticle powder, AEROXIDE® TiO2-P25, was received from Degussa Corporation (Evonik, Brazil) and used without any further treatment.

  Nanoparticle functionalization

  TiO2 nanoparticle functionalization was carried out following the procedure previously published.29 Briefly, diluted TMPSi-aqueous solution (5/95% v/v, TMPSi/water) 
    was prepared by premixing TMPSi and ethanol in equal amounts in deionized water. The TMPSi-aqueous solution was stirred for few minutes and then aged until the solution became hazy. After aging, a TMPSi-aqueous solution was stirred with 0.3 g of titanium dioxide for a few minutes. The stirred solution was then casted on 10 mm × 10 mm stainless steel plates, placed in Petri dish and left inside the oven at a moderate temperature (about 100 ºC) to increase the condensation reaction rates. For comparison with the titanium dioxide film prepared from TMPSi-aqueous solution (ATMPSi), another titanium dioxide film was prepared using the same concentration of titanium dioxide and TMPSi in xylene solvent (XTMPSi) in a similar way mentioned above for the film prepared from TMPSi-aqueous solution.

  Water contact angle measurements

  Static water contact angle (WCA) was measured at ambient temperature using 4-6 μL droplets of deionized water by gently depositing it on the substrate using a microsyringe. For CAH, the advancing and receding contact angles were measured at the front and back of the droplet moving along the tilted surface, respectively. The tilting angle measurements were performed using a mechanical level goniometer. All the measurements were repeated three times in different positions. The images were captured using a digital video camera and analyzed for contact angle measurements using Surftens 3.0 software.

  Characterization of the surface morphology

  Surface morphologies of the films were mainly observed under scanning electron microscopy (SEM) (Jeol JSM 6060) using an electron acceleration between 5 and 10 kV. Profilometer measurements were carried out by using a profilometer Ambios XP-2 with a stylus of 2.5 nm radius. The arithmetic mean of the surface roughness (Ra) was calculated from the roughness profile and finally the RMS (root mean squared) roughness was used.

  Near edge X-ray absorption fine structure

  NEXAFS experiments were carried out at the Brazilian Synchrotron Light Source (LNLS), Campinas, Brazil. The SGM (spherical grating monochromator) beam line, for ultraviolet and soft X-ray spectroscopy (250‑1000 eV), which gives a spectral resolution (E/ΔE) better than 2000, was used as the monochromatic photon source. The experimental set up includes a XYZ sample manipulator housed in an ultra high vacuum (UHV) chamber with a base pressure of 10−7 Pa. The stainless steel substrates were directly attached to the sample holder by using conducting double sided tape. No sample charging was observed throughout the experiments. NEXAFS spectra were obtained by measuring the total electron yield (electron current at the sample) simultaneously with a photon flux monitor (Au grid). The final data were normalized by this flux spectrum to correct for fluctuations in the beam intensity. NEXAFS spectral fittings were carried out using the BGAUSS multiline fitting program (BGAUSS, version 3.05., Tolmar Instrument, Hamilton, Ontario, Canada). Spectra were analyzed by first subtracting the pre-edge linear baseline. Height, position and width of the Gaussian and arctan functions were all allowed to be varied, within the limits, in the minimization algorithm.

  FTIR-ATR analysis

  Fourier transform infrared spectroscopy in attenuated total reflectance mode was used, (Alpha-P model, Bruker) the spectra of the casted films were obtained with spectral resolution of 4 cm−1.

  Results and Discussion

  The wetting behaviors of ATMPSi and XTMPSi surfaces were first investigated by WCA measurements. As water droplet was deposited on their surfaces, high static WCA of 159 ± 2º and 160 ± 2º were observed for ATMPSi and XTMPSi surfaces, respectively. SEM images illustrate that the surfaces of ATMPSi (Figure 1) and XTMPSi (Figure 2) have heterogeneous rough surfaces with hierarchical micro and nanostructures.

  
    

    [image: Figure 1. SEM images of ATMPSi film]
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  When comparing WCA and CAH of ATMPSi and XTMPSi surfaces, the WCA values were similar but the samples showed a high difference in CAH. The maximum CAH of the XTMPSi surface was 10º, and on the contrary, CAH of the ATMPSi surface was 29º.29 Nature shows examples with similar properties, such as in rose (Rosa, cv. Bairage) petals.30 The static WCA of fresh and dried rose petals showed similar WCA (152º and 150º, respectively) but their CAH difference is very high. The difference in CAH of the fresh and dried states of rose petal was due to difference in the pitch values of the microstructure which changed because of the drying.22 In spite, SEM images (Figure 1) reveal a different surface morphology in ATMPSi film than XTMPSi film with different sizes of hierarchical micro and nanostructures, our previous studies showed that SEM and profilometer data cannot give a clear explanation of the obtained results on hysteresis. In that work, XPS technique was used to study the surface composition of superhydrophobic surface,29 now NEXAFS was used to probe the surface chemical composition of superhydrophobic surface.

  The Ti 2p NEXAFS spectra of TiO2-P25, ATMPSi and XTMPSi are shown in Figure 3. The presence of two doublets arises from the spin-orbit interaction of the Ti 2p core level, which splits the core level into a lower and higher energy level, 2p3/2 and 2p1/2, respectively. The two doublets found in the spectrum originate from an electron transfer from the Ti 2p3/2 and 2p1/2 levels to the Ti 3d orbitals in titanium dioxide, which split into t2g and eg orbitals in the octahedral symmetry.30,31 The size of the edge jump in NEXAFS spectra contains valuable information related to the number of absorbing atoms and it is useful for the study of surface coverage of chemisorbed molecules which vary with coverage.26,32 The size of the edge jump for t2g and eg of XTMPSi is less when compared to ATMPSi and TiO2-P25. The decrease in the edge jump observed in the Ti 2p3/2 and Ti 2p1/2 transition intensity in XTMPSi can be explained by a more efficient coverage of TMPSi on the XTMPSi film compared to ATMPSi film. It is necessary to take into account that the edge jump information shown in Figure 3 is qualitative due to the different morphologies of the ATMPSi and XTMPSi films which can affect the NEXAFS intensity in the electron yield mode.

  
    

    [image: Figure 3. Ti 2p L-edge NEXAFS spectra]

  

  The O 1s NEXAFS spectra of TiO2-P25 and ATMPSi and XTMPSi are shown in Figure 4. The general trend in the oxygen K-edge features was initially interpreted using an empirical symmetry determined by the molecular orbital model, which involves the transition of one electron from the O 1s orbital to the various partially occupied and unoccupied molecular orbitals of metal oxides.33,34

  
    

    [image: Figure 4. O K-edge NEXAFS]

  

  TiO2 has octahedral symmetry with four types of well-defined molecular orbitals. The molecular orbitals and the corresponding atomic orbitals that contribute dominantly to the molecular orbitals of TiO2 are in the energetic order:35,36

  2t2g (Ti 3d; O 2pπ) < 3eg (Ti 3d; O 2pσ) < 3a1g (Ti 4s; O 2pσ) < 4t1u (Ti 4p; O 2pπ)

  The transitions of O 1s electron to all four molecular orbitals of TiO2 are dipole allowed because of the presence of p-character in these hybridized orbitals. All the four hybridized orbitals are completely empty due to the absence of 3d electrons in TiO2. The four O K-edge features can be assigned to the one electron transition from the O 1s orbital to the 2t2g, 3eg, 3a1g and 4t1u orbitals of TiO2, respectively. In Figure 4, the O K-edge features of TiO2-P25, ATMPSi and XTMPSi films were characterized by two relatively sharp features near the absorption edge followed by two board resonances at higher energies. The first two peaks in each spectrum are related to the electron transfer of O 1s orbital to the hybridized orbitals of the O 2p + Ti 3d states, which are split into t2g and eg orbitals in the octahedral symmetry, respectively. The features corresponding to the transition of O 1s electron to 2t2g and eg are well resolved due to zero d electrons in TiO2 which avoids the complication of the d electrons interaction effects.37 The titanium eg (dz2, dx2-y2) orbitals point directly towards the oxygen ligands, resulting in a strong overlap with the oxygen pz orbital to form σ-type bonds. On the other hand, the metal t2g (dxy, dyz, dzx) orbitals are not directed towards the oxygen ligands, leading to the formation of π-type bonding, resulting in an energy hierarchy of 1t2g > 2eg in the bonding orbitals. Consequently, the energy positions of the corresponding antibonding orbitals should be reversed, as indicated by the energy hierarchy of 2t2g < 3eg. The peak position at 531.9 and 534.0 eV are assigned to the 2t2g and 3eg orbital of TiO2-P25, respectively, and this spectral region is very sensitive to the local symmetry and ligand coordination.30,38 The size of the edge jump in Figure 4 also clearly shows that there is a difference in the coverage of silane on the surface of TiO2 films. The size of the edge jump for t2g and eg of XTMPSi is less when compared to ATMPSi and TiO2-P25. TMPSi on the surface of the XTMPSi film covered the titanium dioxide particles well when compared to ATMPSi and TiO2-P25 decreasing the O 1s to Ti 3d transition intensity in XTMPSi.

  In Figure 4, the broad O K-edge features at higher energy just above the eg orbital of 3d band in TiO2-P25 are dominated by oxygen p-character with little partial contribution of titanium 4sp states. Hence, the related peak in the O 1s spectrum is assigned to electron transfer of O 1s orbital to antibonding of oxygen 2p states. The last broad peak of O 1s spectrum in TiO2-P25 is related to the electron transfer of O 1s orbital to hybridized orbitals of the oxygen 2p and Ti 4sp states. These two features between 540.0 and 545.5 eV are due to the covalent mixing of O 2p and Ti 4sp states and are sensitive to the long-range order. The dip between the two peaks eg and antibonding of O 2p state for ATMPSi and XTMPSi shifted to lower energy when compared to TiO2-P25. The shift in the dip to lower energy indicates that there is a change in the long-range order.

  To confirm the change in the long-range order, the NEXAFS spectrum of oxygen K-edge was fitted using BGAUSS multiline fitting program, after correcting the background signal by normalizing the signals of the sample with the gold reference grid. The NEXAFS spectra are then fitted with Gaussian curves to correspond to the spectral features and an arctan function was used to model the ionization edge of the samples. The inflection point of the arctan function step was fixed at 536.8 eV. The NEXAFS spectra are then fitted with seven Gaussian peaks. The fit parameters used for TiO2-P25, ATMPSi and XTMPSi are shown in Table 1 and the fitted O 1s NEXAFS spectra were shown in Figure 5.
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  The shift in the dip between the two peaks eg and antibonding of O 2p state for ATMPSi and XTMPSi was due to the rising up of a new peak at 538.5 eV. The peak at 538.5 eV corresponds to the transition of O 1s electron to σ* O−Si bond which was in close agreement with the value 538.4 eV for the O 1s → σ* O−Si transition of vinyltriethoxy silane.39 A weaker signal of the same transition in the TiO2-P25 original sample provided by Degussa Corporation was also observed. In our previous investigation using XPS spectroscopy,29 Ti−O−Si signal was also detected in the commercial sample indicating the addition of some silane additives on the TiO2-P25. The intensity and FWHM (full width half maximum) of this transition peak for ATMPSi were much higher than for XTMPSi. The higher intensity and FWHM of the σ* O−Si transition of ATMPSi film indicate that there is more O−Si bond on the surface and high degree of overlap of O−Si bond in ATMPSi. The concentration of silane on ATMPSi and XTMPSi was different due to the solvent effects and more amounts of silane were present on ATMPSi when compared to XTMPSi.

  To further support the results, FTIR-ATR spectra were taken on ATMPSi and on XTMPSi. The relative intensities for the Si−O−Si bonding in cage link40 at 1150 cm-1 are almost the same for ATMPSi and XTMPSi (see Figure 6). On the contrary, for ATMPSi, the relative intensity peaks related to the Si−O–C in ring link41 at 1065 cm-1 and Si−O−Si linkage at 1030 cm-1 showed very strong increase in intensity when compared to XTMPSi. This shows that the concentration of Si−O−Si bonding (siloxanes) is high on the surface of ATMPSi and is mainly in the form of ring link structure due to hydrolysis and condensation reaction of TMPSi in TMPSi-aqueous solution. The TMPSi-aqueous solution used for preparing ATMPSi film has oligomeric siloxanes formed during aging42 and there is no free or very few TMPSi monomers in the TMPSi-aqueous solution. These oligomeric siloxanes migrate to the surface due to difference in surface tension with aqueous solvent during casting of ATMPSi with titanium dioxide. In ATMPSi, there was a decline in the coverage of titanium dioxide particles due to formation of oligomeric siloxanes in TMPSi-aqueous solvent. This was confirmed by the board intensity band at 700 cm-1 corresponding to Ti−O−Ti stretching of titanium dioxide. It would also indicate more free TiO2 in the ATMPSi film with higher Ti−OH concentration, confirming previous XPS studies.29 The higher CAH of the ATMPSi surface is due to the polar interaction between the uncovered hydroxyl groups of titanium dioxide particles and the water droplet. The hydroxyl groups are formed on titanium dioxide surface of ATMPSi due to water adsorption43 during stirring with aqueous solvent.

  
    

    [image: Figure 6. FTIR-ATR spectra of ATMPSi]

  

  On the other hand, for XTMPSi, the relative intensities at bonding mode 1105 cm-1 correspond to Si−O–C in open link showed a little increase in intensity when compared to ATMPSi. This happened because in TMPSi-xylene solvent there was no possibility for hydrolysis and all the TMPSi remains as monomers. These silane monomers in xylene solvent cover the titanium dioxide particles by bonding with hydroxyl group of the titanium dioxide and undergo polycondensation reaction during casting of XTMPSi. The polycondensation reaction forms Si−O−Si linkage in open link and completely covered the titanium dioxide which is confirmed by the disappearance of titanium dioxide peak in Figure 6 and appeared a band between 1495 and 1463 cm-1 due to xylene absorbed by titanium dioxide particles while stirring with TMPSi-xylene solution. The uncovered hydroxyl groups of titanium dioxide act as active sites for xylene adsorption during stirring with TMPSi-xylene solvent and the absorbed xylene covered the sites of exposed titanium cations with unsaturated coordination. Due to complete coverage of titanium dioxide by TMPSi and xylene, CAH of XTMPSi is much lower than ATMPSi.

  Our results show that it is necessary to take into account the actual chemistry at the surface after the treatments and not only the complex hierarchical micro-nanostructure. In many cases, it is considered only that by optimization of the hierarchical structure and the geometrical design a superhydrophobic surface can be produced.44,45 In particular, properties such as CAH seem to be important, for example, in the ice adhesion strength on rough hydrophobic surface. Our group showed in a previous publication29 and clearly in the present work that chemical heterogeneity of the surface can strongly affect the dynamic of the wetting phenomena without altering the static component of the superhydrophobicity. By using NEXAFS and FTIR-ATR spectroscopy, it was possible to explain the difference in surfaces having the same static water CA, but different CAH.

   

  Conclusions

  The superhydrophobic surfaces fabricated using aqueous solvent (ATMPSi: WCA =159 ± 2º and CAH = 29º) and non-aqueous solvent (XTMPSi: WCA = 160 ± 2º and a maximum CAH = 10º) were probed in detail by NEXAFS and FTIR-ATR spectroscopies. The NEXAFS O 1s spectra reveal that the concentrations of silanes on ATMPSi and XTMPSi were different due to the solvent effects and more amounts of silane were present on ATMPSi than XTMPSi. This is confirmed by the higher intensity and FWHM of the σ* O−Si transition of ATMPSi film. Additionally, the higher decrease in the edge jump observed on the Ti 2p3/2 signal of XTMPSi film confirmed a better coverage of the TiO2 nanoparticles by TMPSi than the ATMPSi film. The FTIR-ATR analysis of superhydrophobic surfaces confirmed that there are more siloxanes on the surface of ATMPSi than XTMPSi. This is due to the oligomeric siloxanes formed during aging in TMPSi-aqueous solution. The formation of oligomeric siloxanes hinders the complete coverage of the titanium dioxide particles and results in higher hysteresis in ATMPSi. For XTMPSi, the TMPSi monomers in non-aqueous solvent completely cover the titanium dioxide particles and result in lower hysteresis. The present work highlights the importance of chemical heterogeneity of the surface on the final properties of a superhydrophobic surface by modifying the dynamic of the wetting phenomena without altering the static component of the superhydrophobicity.
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    Usando um alto nível de teoria, CCSD(T)/CBS, investigou-se a estrutura, o espectro no infravermelho, a estabilidade relativa, as energias de dissociação e a barreira energética para a interconversão de novas espécies moleculares, HSeBr e HBrSe. Previu-se a molécula HSeBr mais estável por 44,95 kcal mol-1 que HBrSe, com uma barreira (ΔG#) para a isomerização de 52,24 kcal mol-1. Pelo fato da barreira para a reação reversa ser bem menor que a do processo direto, espera-se que o isômero menos estável, caso venha a ser formado, seja prontamente convertido em HSeBr, exceto a temperaturas criogênicas. A possibilidade de dissociação em Se e HBr é também provável por um mecanismo de acoplamento spin-órbita. Calores de formação a 298,15 K para SeBr e HSeBr foram estimados como sendo 31,54 e 12,31 kcal mol-1, respectivamente. Estimou-se ainda o efeito da inclusão do efeito da correlação caroço-valência nos parâmetros estruturais e nas frequências, como também a contribuição da anarmonicidade nas frequências. Cálculos adicionais realizados com funções de onda explicitamente correlacionadas mostraram resultados bastante promissores de convergência mais rápida para o limite de base completa (CBS) com bases relativamente bem menores.

  

   

  
    Structural characterization, infrared spectra, relative stability, dissociation energies and energy barrier for isomerization of new molecular species, HSeBr and HBrSe, were investigated at a high level of theory, CCSD(T)/CBS. HSeBr is predicted to be 44.95 kcal mol-1 more stable than HBrSe, with a barrier (ΔG#) for isomerization of 52.24 kcal mol-1. Due to the much smaller barrier for the reverse reaction, if formed, the less stable isomer is expected to be readily converted to HSeBr, except at cryogenic temperatures. The possibility of dissociation into atomic Se and HBr is also a likely one by a spin-orbit coupling mechanism. Heats of formation of SeBr and HSeBr were estimated to be 31.54 and 12.31 kcal mol-1, respectively, at 298.15 K. The effect of core-valence correlation on the structural parameters and harmonic frequencies was also evaluated, as well as the contribution of anharmonicity to the frequencies. Additional calculations performed with explicitly correlated wavefunctions showed promising results of fast convergence to the complete basis set (CBS) limit with relatively smaller basis sets.

    Keywords: [H, Se, Br] potential energy surface, structures, frequencies, heats of formation, isomerization

  

   

   

  Introduction

  Halogen-containing species like FO, ClO, BrO, IO, HOCl, HOBr and HOI are known to participate in reaction cycles leading to the catalytic depletion of ozone in the troposphere and stratosphere where they are photodissociated by UV radiation from the Sun thus generating reactive radicals. The role as a temporary reservoir played by these species is a central one to the understanding of the mechanisms underlying the catalytic cycles and has thus received considerable attention in the literature.1-9

  Motivated by analogies with the series of oxygenated molecules, our group has investigated a series of sulfurhalogen species with special focus on the manifold of electronic states correlating with the lowest-lying dissociation channels, including potential energy curves and the associated vibrational and rotational spectroscopic constants, radiative transition probabilities and lifetimes of the radicals SCl, SBr and SI. These earlier studies on sulfur-halogen diatomics have been extended to include the calculation of heats of formation, relative stability, energy barrier for isomerization, structural characterization, and the prediction of infrared spectra of triatomics like HSCl, HSBr and HSI, which if formed by any process can also be seen to have a potential role in the chemistry of the Earth atmosphere.10-16 In the case of HSCl, our group showed that the molecule can be formed in the reaction between the HS radical, generated by atmospheric decomposition of H2S, and Cl2 or the Cl radical that are relatively abundant in the stratosphere.17 Concerning selenium compounds, the prototype selenide, H2Se, known to be very toxic like H2S, and quite familiar to inorganic chemists, has also been detected in unexpected environments like the liver of male rats.18 In the soil, microbial action has also been the source of volatile selenium compounds.19 Many physical and biological processes of natural or anthropogenic origin have led to an increase of selenium species in the atmosphere. Studies by Mosher and Duce20 estimated that there is an ocean-to-atmosphere vapor phase selenium flux of 5-8 × 109 g Se year−1. This ubiquitous presence of selenium in nature and the scarcity of data on simple diatomic and triatomic systems has called our attention, and as a natural extension of previous studies on sulfur-halogen compounds, a series of selenium-halogen species, SeF, HSeF, SeCl and HSeCl, was investigated in our group.21-24

  In this context, as part of ongoing studies on chalcogenhalogen compounds, our previous investigations are further extended on this series by focusing now on the species HSeBr and SeBr. To the best our knowledge, only calculations of spectroscopic parameters for SeBr and a bond analysis of a series of chalcogenhalogen diatomics have been reported in the literature.25,26 In this work, using a highly correlated method for the description of the electronic structure, CCSD(T), along with a series of correlation consistent basis sets, this investigation is focused mainly on the prediction of the infrared spectra, structural characterization, energy barrier and relative stability of isomerization, and the determination of heats of formation. Our group hopes that these results can motivate and guide further studies on their isolation and characterization in the laboratory and in their potential role as trace species in the Earth atmosphere.

   

  Methodology

  In this study, the stationary state geometries were computed with the series of correlation consistent basis sets of Dunning and co-workers,27,28 aug-cc-pVnZ (n = D, T, Q and 5) for H, and the sets aug-cc-pVnZ-PP (aVnZ) with n = D, T, Q and 5 for Br and Se, as developed by Peterson et al.29 The basis sets for the heavier atoms include a small-core (10 electrons) energy consistent relativistic pseudo-potential (PP), namely ECP10MDF, in which the1s-2p inner-core was replaced by an energy consistent pseudo-potential optimized in a multiconfigurational Dirac-Hartree-Fock calculation. The energetic results were further extrapolated to the complete basis set (CBS) limit using the three- and two-parameter formulas given below, in which the first (second) one usually underestimates (overestimates) the energy. According to Feller et al.,30 the best CBS estimate can be taken as the average of two energy limits, and half the spread as an estimate in the uncertainty of the extrapolation procedure

  
  [image: Equação 1.]

  

  and

  
  [image: Equação 2.]

  

  Strictly speaking, equation 2 was intended for the correlation energy component of the energy, but since for large basis sets the truncation error for the correlation energy far exceeds that of the Hartree-Fock contribution, this expression has also been used to extrapolate the total CCSD(T) energy, following a common practice in the literature. Concerning the sources of errors in electronic structure calculations, the reader is referred to the work of Feller et al.30 on the performance of CBS extrapolation approaches in the calculation of atomization energies using CCSD(T).

Aiming at results approaching chemical accuracy, our choice of methods for describing the electronic structure considered essentially the possibility of incorporating in the wave-function as many correlation effects as possible, and the coupled cluster single and double excitations approach with perturbative contribution of connected triples, CCSD(T), was the one employed for the closed shell states. For open shell species, the partially spin restricted approach, RCCSD(T), based on high-spin restricted Hartree-Fock (ROHF) orbitals was used. This approach imposes a restriction on the coupled cluster amplitudes such that the linear part of the wavefunction becomes a spin eigenfunction. Spin contamination thus becomes a negligible effect.31,32

  Additionally, for the heats of formation and the enthalpies of reaction calculated in this study, core-valence correlation corrections (CV) were also estimated using the cc-pwCVnZ-PP basis set for Se and Br, where n = D, T and Q, for both the valence only correlated calculation and the core-valence correlated one that included all but the inner-core 1s-2p electrons of Se and Br.33 Scalar relativistic effects (SR) were also estimated. It is important to point out that, for the Se and Br atoms, the major contribution of scalar relativistic effects has already been accounted for by the relativistic pseudo-potential. However, to consider this effect outside of the pseudo-potential region, it was estimated as expectation values of the one-electron Darwin and mass-velocity terms in the Breit-Pauli Hamiltonian from CISD/aV5Z calculations at the optimized CCSD(T)/aV5Z geometries.

  Anharmonic vibrational frequencies were determined by the self-consistent field (VSCF)34,35 and the configuration interaction (VCI)36-40 approaches based on a grid representation of the potential.41,42 A 3-mode expansion of the potential energy surface was used in the 1-D, 2-D and 3-D surfaces, which were generated at the CCSD(T) level of theory.

  Explicitly correlated coupled-cluster calculations were additionally performed within the CCSC(T)-F12b43,44 approximation; for such, the diagonal fixed amplitude Ansatz 3C(FIX) was selected, and the cc-pVnZ-F12 (VnZ-12) basis sets, where n = D, T, and Q, was employed. As recommended by Peterson et al.,45,46 the geminal exponents g employed were set equal to 0.9, 1.0, 1.0 a0-1 for VDZ-F12, VTZ-F12 and VQZ-F12, respectively. In the resolution of the identity (RI), the cc-pVnZ-F12/OptRI basis set was used,46,47 and in the density fitting of the Fock and exchange matrices, the cc-pVnZ/JKFIT (n = T for VDZ-F12 and VTZ-F12, and n = Q for VQZ-F12) for H and the QZVPP/JKFIT basis sets of Weigend for Se and Br was employed.48,49 The aug-cc-pVnZ/MP2FIT basis set (n = T for VDZ-F12 and VTZ-F12, and n = Q for VQZ-F12) for hydrogen and cc-pVnZ-F12/MP2FIT sets for selenium and bromine46,50 were used for density fitting of the remaining two-electron integrals. In this work, all calculations were performed with the MOLPRO suite of programs.51

   

  Results and Discussion

  Atomization energies and heats of formation of SeBr and HSeBr

  The heats of formation were computed in two steps. First, the atomization energies (ΣD0) were evaluated using the energies extrapolated to the complete basis set (CBS) limit plus additional corrections accounting for core-valence correlation effects, and both scalar relativistic and spin-orbit effects. Then, the theoretical atomization energies were combined with the experimental heats of formation of the atomic fragments making use of Hess's law. All the energetic contributions to the atomization energies and heats of formations are summarized in Table 1.
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  As an assessment of the quality of our results, the atomization energy and the heat of formation of SeH, for which experimental data are reported in the literature, were also evaluated. Our estimate of the atomization energy of SeH, 74.49 kcal mol-1 is in excellent agreement with that derived experimentally by Gibson et al.,52 74.27 ± 0.23 kcal mol-1. The inclusion of spin orbit effects in the two diatomic molecules was based on the following values of spin-orbit coupling constants: SeH (-1764 cm-1 = -5.04 kcal mol-1) reported by Gibson et al.,52 and SeBr (-1945 cm-1 = -5.56 kcal mol-1) evaluated at the MRCI/aV5Z level of theory in our group. For the atomic species, the corrections were estimated as a weighted average of the corresponding multiplets using the experimental energies of Radzig and Smirnov:53 Br (-3.51 kcal mol-1) and Se (-2.70 kcal mol-1). To determine the heats of formation of SeH (g), SeBr (g) and HSeBr (g) at 0 K, the following experimental data for the heats of formation were used: H (51.63 kcal mol-1), Br (28.18 kcal mol-1) and Se (57.90 kcal mol-1).52,54 Since the larger part of the scalar relativistic effects was accounted for by the relativistic pseudo-potential for the Se and Br atoms, those due to the outer electrons have a very small influence on the atomization energy, increasing it by only 0.07 kcal mol-1. Thus, our final estimate of ΔfH (0 K) is 35.05 kcal mol-1 for SeH, which is in excellent agreement with the experimental evaluation of Gibson et al.,52 35.25 kcal mol-1. For SeBr and HSeBr, our final estimates are 32.64 and 13.31 kcal mol-1, respectively. Assuming ideal gas behavior and using standard statistical mechanics expressions to account for the thermal effects and the vibrational frequencies listed in Table 2, ΔHf (289.15 K) was predicted to be 35.38 kcal mol-1 for SeH, 31.54 kcal mol-1 for SeBr and 12.31 kcal mol-1 for HSeBr. For the sake of comparison, our previous results of ΔHf (289.15 K) for HSeF and HSeCl are -22.81 and 4.97 kcal mol-1, respectively.
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  Concerning the different contributions to the atomization energies, as mentioned above, the scalar relativistic corrections turned out to be very small because they are mainly included in the relativistic pseudopotential. As to the spin-orbit ones, they are significant for the open shell systems containing heavy atoms. This contribution is largest for the species HSeBr due to the energy lowering of the atomic fragments Se (3P) and Br (2P) only; this result should be contrasted with that for SeH, in which the spin-orbit interactions cause an energy lowering of about the same magnitude for both SeH and Se, and the overall contribution to the atomization energy turns out to be small. For core-valence correlation effects, the correction amounts to 0.49, 0.58 and 0.94 kcal mol-1 for SeH, SeBr, and HSeBr, respectively. These corrections are not expected to change significantly with improvements in either the 1-particle or n-particle space. However, it is noticed that the uncertainties in the extrapolated energies are still significant at this level of theory, being larger than the contribution of some of the corrections made, as clearly shown in Table 1. Further improvements to reduce this spread can be made with the aV6Z and aV7Z basis sets, but they are very demanding computationally.

  Relative stability, barrier to isomerization and dissociation channels

  An overall energetic profile of the two triatomic minima, the associated transition state and two possible dissociation channels (H-SeBr and HSe-Br) on the singlet potential energy surface (PES) is presented in Figure 1.
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  As also seen in Table 1, the global minimum can be clearly identified, for all basis set, with the HSeBr species, which is more stable than HBrSe by 45.19 kcal mol-1, considering the difference between the two average CBS energy values; with the inclusion of the zero-point energy, this difference becomes 44.95 kcal mol-1. The CCSD(T)/CBS values of the isomerization enthalpy and Gibbs energy at 298 K are 45.06 and 44.84 kcal mol-1, respectively. The transition state was located at 51.79 kcal mol-1 (50.43 kcal mol-1 including the zero-point energy) relative to the global minimum. In terms of the Gibbs energy (ΔG#), a barrier of 52.24 kcal mol-1 for the direct process HSeBr → TS → HBrSe was predicted, and of 7.40 kcal mol-1 for the reverse one, at 298.15 K. Here, the harmonic oscillator/rigid rotor model was used to evaluate the Gibbs energy. In this context, it is important to mention that the magnitude of the T1 diagnostic for the transition state remained below 0.02, a well-known recommendation in the literature, thus indicating that no multireference description was needed. Additionally, a test calculation at the CASSCF/MRCI level showed that the HF configuration contributed with a coefficient of 0.92, and that the next state of the same symmetry at the same geometry was located 11,478 cm-1 higher in energy. Overall, no difficulty in the calculations was found that could be ascribed to an avoided crossing.

  An estimate of the rate constant for the reverse process, using the conventional transition state theory, results in a value of 6.05 × 108 s-1 (τ1/2 = 1.15 × 10-9 s) at 298.15 K, which implies that, if formed, HBrSe would be readily converted to the more stable species, unless trapped in a cryogenic matrix. This rate constant estimated at the temperature of the liquid nitrogen, 77 K, is 4.77 × 10-4 s-1 (τ1/2 = 1.45 × 103 s).

  A first estimate of the location of possible dissociation channels on the PES, H (2S) + SeBr (X 2Π) and 
    HSe (X 2Π) + Br (2P), associated with bond breaking in HSeBr, resulted in dissociation energy values (De) of 77.88 and 56.97 kcal mol-1, respectively. Inclusion of spin-orbit coupling contributions of bromine (-3.51 kcal mol-1) and of both diatomics, HSe (-2.52 kcal mol-1) and SeBr (-2.78 kcal mol-1), reduced the values of De to 75.10 and 50.94 kcal mol-1, respectively for H-SeBr and HSe-Br; with the inclusion of the zero-point energies, the estimated D0 values are 70.60 and 49.42 kcal mol-1, respectively. The channels that can lead to the formation of atomic selenium via HBrSe (HBr + Se) were also located, but one should notice that the lowest one is associated with a triplet PES. Considering the possibility of a spin-coupling perturbation, the dissociation of HBrSe rather than the isomerization is also a likely event. In Figure 1, the triplet dissociation channel is located at 37.62 kcal mol-1 relative to HSeBr, and the singlet one at 64.99 kcal mol-1. To estimate the location of the triplet dissociation channel, the spin-orbit and zero-point energies contributions of HBr were also included; for the energy of the singlet dissociation channel, the experimental energy difference between the Se (1D2) and Se (3P3) states and the theoretical triplet value 
    was added.

  Structural parameters and vibrational spectra

  Geometrical parameters, harmonic and fundamental vibrational frequencies for the two minima and the transition state are collected in Table 2. For the species HSeBr, the equilibrium internuclear distance of 1.4689 Å H-Se is very close to the one in HSeF and HSeCl, of 1.4707 and 1.4693 Å, respectively. In the case of the SeBr internuclear distance, it is about 2.7% longer in HBrSe (2.3848 Å) than the one in HSeBr (2.3211 Å); this distance in the free SeBr molecule is 2.2742 Å according to our best theoretical estimate 
    (CBS/RCCSD(T)). The HSeBr bond angle of 93.98º is very close to that in HSeF (94.27º) and HSeCl (94.94º), as well as in the sulfur analogues HSCl (95.7º), HSBr (95.2º) and HSI (94.94º). In this context, both H and Br atoms can be viewed as covalently bonded to the Se atom. The bond angle in HBrSe (103.36º) is very close to those in the isovalent species HClS (103.6º), HBrS (104.7º), HIS (104.8º), HFSe (101.83º) and HClSe (102.51º). In these structures, the valence electron pairs can be viewed as oriented in a slightly distorted tetrahedral shape. Our best estimate of the HBr bond length in HBrSe is 1.4366 Å, which is close to the experimental value of the corresponding gas phase diatomic, 1.4144 Å. In the transition state structure (TS), it is possible to notice the migration of the H atom from the Se to the Br moiety. This is evidenced from the analysis of the values of the SeH internuclear distance (2.2180 Å) and the HSeBr angle (35.24º), compared to the values 1.4689 Å and 93.98º of HSeBr.

  From the CCSD(T)/CBS values of the harmonic and fundamental frequencies in Table 2, it is possible to verify that both isomers can be easily identified by their vibrational spectra if these species were isolated in a matrix. The SeBr stretching harmonic (fundamental) modes in both HSeBr and HBrSe are 309 (306) and 229 (225) cm-1, respectively, the larger one reflecting the stronger Se-Br bond in HSeBr which is also close to the harmonic frequency obtained for the free SeBr species, 324 cm-1 (CCSD(T)/aV5Z). For the wavenumbers associated with the harmonic (fundamental) bending modes, 754 (741) and 589 (567) cm-1 were found for HSeBr and HBrSe, respectively. For HBrSe, the harmonic (fundamental) band at 2486 (2351) cm-1 can be associated with the H-Br stretching, which in the free HBr molecule is equal to 2646 cm-1. In the case of HSeBr, the wavenumber 2411 (2316) cm-1 corresponds to the HSe stretching frequency, and the corresponding diatomic gas value is 2421 cm-1. These values are close to the ones in HSeF (2403 cm-1) and HSeCl (2408 cm-1). For completeness, the harmonic frequencies of the deuterated species DSeBr and DBrSe were also obtained, which turned out to be (308, 540 and 1721 cm-1) and (229, 421 and 1778 cm-1), respectively; here, atomic weights of 79.904 and 78.96 were used for Br and Se.

  Aiming at further improved estimates of structural parameters and harmonic frequencies, new calculations of anharmonic effects on the vibrational frequencies and structural parameters were also evaluated for both valenceonly correlation, and those including core-valence correlation effects. These results are summarized in Table 3, in which one can see that the internuclear distances and bond angles have decreased by about 0.01 Å and 0.06º, respectively, the frequencies were underestimated by 11 cm-1 for the modes of HSeBr, and for the isomer HBrSe, an increase close to 10 cm-1 was obtained.
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  Performance of the CCSD-F12 methodology

  Besides the CCSD(T)/CBS approach, explicitly correlated calculations were also performed and Table 4 lists the resulting total energies, structural parameters and harmonic frequencies at the CCSD(T)-F12b/VnZ-F12, where n = D, T and Q, levels of calculation. One interesting point to notice is the convergence of some results already at the VTZ-F12 level, which are close to those of the usual CCSD(T)/aV5Z data. An analysis of the data at the VTZ-F12 level shows that in general the discrepancies relative to the aV5Z results can be as large as about 0.005 Å for the bond distances, 0.1º for the bond angle, 5 cm-1 for the harmonic frequencies and 0.2 kcal mol-1 for the relative energy. For the VQZ-F12 results, one can notice that they approached the convergence reached at the CBS limit. Here, the discrepancies decrease to 0.001 Å in the bond length, 0.01° in the angle, 2.5 cm-1 in the harmonic frequencies and 0.08 kcal mol-1 in the relative energy. These results clearly point us to the possibility of using smaller basis sets and obtaining results close to the CBS limit.
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  Conclusions

  In this study, energetic, structural and vibrational data for species on the singlet potential energy surface [H, Se, Br] were obtained at a high level of theory, CCSD(T). Extrapolation to the complete basis set limit, inclusion of both valence and core-valence electron correlation, of spin-orbit interactions, and the incorporation of anharmonicity effects in the calculated frequencies make our results very reliable. An explicit correlation method was also explored showing a faster convergence of properties with basis sets than conventional CCSD(T); it is very promising to obtain accurate results for larger systems but using not so extended basis sets. The present investigation complements previous studies on other chalcogen-halogen triatomics, thus allowing an overall view on the structural, energetic, spectroscopic and bonding properties of these systems. Being the first study in the literature about this surface, the present results are expected to be an important source of data and a guide to the experimentalist in search for these yet unknown species.
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    Neste trabalho, nanopartículas de dióxido de titânio (TiO2) cristalino, com um tamanho de cristalito médio (e.g., 8 nm) e área de superfície (e.g., 192 m2 g−1) variáveis, foram sintetizadas em fase anatase pura, utilizando H2O2 como agente de redução da taxa de hidrólise dos íons de titânio, em solução de isopropanol (IP) como meio de reação. As nanopartículas de TiO2 foram caracterizadas por meio das técnicas de difratometria de raios X de pó (XRD), espectroscopia Raman e microscopia eletrônica de transmissão (TEM). A alteração dos parâmetros de síntese permitiu o controle do tamanho das nanopartículas e evitou o processo de coalescência. Foi determinada uma dependência entre o número de onda Raman e o tamanho dos nanocristais, o que é bastante útil para uma rápida verificação do tamanho de nanocristais de TiO2.

  

   

  
    In this work, crystalline titanium dioxide (TiO2) nanoparticles with variable average crystallite sizes (e.g., 8 nm) and surface areas (e.g., 192 m2 g−1) were synthesized in pure anatase phase using H2O2 to reduce the hydrolysis rate of the titanium ions. An isopropanol (IP) solution was employed as the reaction medium. The TiO2 nanoparticles were characterized by powder X-ray diffraction analysis (XRD), Raman spectroscopy and transmission electron microscopy (TEM). By changing the synthesis parameters it was possible to control nanoparticle size and avoid the coalescence process. A dependence of the Raman wavenumber on the nanocrystal sizes was determined, which is quite useful for a quick check of the size of TiO2 nanocrystals.

    Keywords: anatase, nanoparticles, solvothermal method, H2O2, Raman spectroscopy.

  

   

   

  Introduction

  Titanium dioxide (titania, TiO2) is used in different environmental-related applications, such as photocatalytic degradation for purification of polluted air and wastewater treatment.1,2 Other technological applications of TiO2 are in pigments, wet-type solar cells,3 sensors,4 photocatalysts5 and electronic material.6 

  There are three main crystallographic forms of TiO2: rutile (tetragonal), anatase (tetragonal), and brookite (orthorhombic).7,8 Rutile is thermodynamically stable and the other two forms are metastable.9 The anatase form is very important because it has been used in photocatalysis and various other applications with good efficiency.10 

  Various methods for synthesizing anatase TiO2 have been extensively described in the scientific literature including sol-gel, precipitation, aerosol synthesis and solvothermal techniques, among others.9,11,12,13 In some of these processes, preparation costs are high, the reaction is time consuming and the overall process is complex with many steps. In order to obtain ultrafine particles, milling and thermal treatment are also needed. In the solvothermal method, the reaction conditions, such as solution concentration, temperature and pH, have a strong influence on the reaction process but they are relatively easy to control, and the cost is low. Some of the advantages of the solvothermal method over other preparation techniques include the purity, homogeneity and stoichiometry control of the obtained particles.

  The synthesis of TiO2 nanocrystals also allows the investigation of size-induced effects such as the softening and broadening of Raman modes, lattice expansion and shift in the optical absorption band edge.14 The softening and broadening of the Raman allowed modes are directly correlated with the nanocrystal size, so that Raman spectroscopy can be used to readily estimate the average size of TiO2 nanocrystals.14,15 

  In this study, the synthesis of anatase titanium dioxide nanoparticles employing different reaction parameters is reported. Hydrogen peroxide (H2O2) was used for slowing the hydrolysis rate of the titanium ions in solution. Hydrogen peroxide is an ideal environmentally friendly solvent and oxidant, and has been widely used in the synthesis of nanostructured inorganic materials.16 Considering that the synthesis of TiO2 nanocrystals is based on a nucleation and growth process, the presence of H2O2 modifies crystallization by increasing the nucleation rate. The presence of peroxides can inhibit the hydrolysis of the titanium ions in solution (in fact a titanium oxyanion). As a result, a colloidal dispersion with a crystallite size smaller than that obtained in the absence of H2O2 was obtained.

  Moreover, by analyzing the Raman data we determined an empirical relationship that correlates the Raman frequency with the anatase nanocrystal diameter. The Raman scattering data is analyzed based on the phonon confinement model.17 This is of practical interest for using Raman spectroscopy as a quick check of TiO2 nanocrystal sizes. This evaluation is readily available, non-destructive, does not require any special preparation of the sample and can be applied to different kinds of TiO2-based samples.

   

  Experimental

  All chemicals (reagent grade) were used as received, without further purification processes.

  Titania Nanoparticle Synthesis

  Synthesis with variation of time and temperature

  Titania nanoparticles were produced by mixing 2.5 mL of titanium isopropoxide (TIP, Ti[OCH(CH3)2]4, > 99%, Acros Organics (Pittsburg, USA)) and 8.0 mL of hydrogen peroxide solution (H2O2 10% v/v, > 99%, Acros Organics) diluted in 50 mL of isopropanol (IP, 99.5%, Vetec (Duque de Caxias, Brazil)). The solution was poured into an autoclavable bottle and was then placed in a regular furnace. The TiO2 nanocrystals were prepared using different times (6.0, 12, 24 and 72h at 100 ºC) and temperatures (80, 90 and 100 ºC for 72h of reaction).

  Synthesis with variation of pH

  Titania nanoparticles were produced by mixing 2.5 mL of titanium isopropoxide and 8.0 mL hydrogen peroxide solution diluted in a mixture of H2O (25 mL)/isopropanol (25 mL). The solution was poured into an autoclavable bottle and was then placed in a regular furnace at 100 ºC for 72h. The TiO2 nanocrystals were prepared using different pHs (2.0, 7.0 and 12) controlled by addition of HCl or NaOH.

  Sample Calcination

  In the study of grain size as a function of calcination temperature, the sample powders produced by solvothermal reaction for 72h at 100 ºC were heated in the temperature range from 100 to 900 ºC. The calcination was performed in a muffle furnace in which the heating rate was equal to 10 ºC min−1. Samples were kept at the selected temperatures for 3h.

  Characterization

  X-Ray diffraction (XRD) patterns were recorded with a Rigaku diffractometer (D-Max 2500PC, Japan), employing Cu-Kα radiation in the 2θ range from 5º to 75º and a scan rate of 0.2 degree min-1. The surface area was determined by the BET multi-point method using a Micromeritics ASAP 2000 equipment (Norcross, USA) for analysis of adsorption/ desorption. The pH of the solutions was measured with a digital pH meter (Sentron Model 1001 pH System (Roden, Netherlands)). For the transmission electron microscopy (TEM) measurements, a Philips microscope model CM200 (Eindhoven, Netherlands) was used with 200 kV of voltage acceleration. A drop of the aqueous suspension was deposited on a carbon-covered copper grid. Raman spectra were obtained using a Bruker RFS-100/S FT-Raman spectrometer (Ettlingen, Germany). All measurements in this work were made at room temperature.

   

  Results and Discussion

  In this solvothermal synthesis, crystalline powders were produced. Neither rutile nor brookite phases were observed in the XRD patterns shown in Figure 1a and 1b, thus indicating that the obtained TiO2 nanoparticles are a single anatase phase (JCPDS No.78-1285). The crystal structure of the TiO2 nanoparticles was not affected by changing the reaction temperature and time. Thus, pure anatase nanoparticles were obtained without annealing.

  
    

    [image: Figure 1. X-ray diffraction patterns recorded]

  

  Figure 1c shows that the sample produced in alkaline pH 12 has an XRD pattern of a not well crystallized rutile phase. By increasing the reaction temperature and time, the obtained anatase samples presented a much better crystallization. The line width of the diffraction peaks suggests that the obtained anatase TiO2 is nanometric because the peaks are very large.

  An estimation of the average crystalline size (D) of anatase phase TiO2 particles can be made by using the well-known Scherrer equation, D = kλ /B cosq, where k is the constant related to the shape of the crystallites and the indices of the reflecting plane (anatase 101 diffraction peak). Based on Scherrer's equation, we calculated, as shown in Figure 1a, 1b and 1c, the average sizes of the anatase nanoparticles, thus obtaining 7.0, 7.5 and 6.1 nm for samples prepared at 80, 90 and 100 ºC, respectively. The average sizes of the particles synthesized by varying the reaction time and pH were also calculated, thus giving 7.8, 7.4, 9.3 and 13.1 nm for samples heated during 6, 12, 24 and 74h and 35, 10 and 22 nm for samples prepared at pH equal to 2, 7 and 12, respectively.

  Figure 2 shows that TiO2 nanoparticles remained in the anatase phase up to about 700 ºC; after this temperature, a transition phase to rutile was initialized. The anatase nanoparticle average sizes were calculated, based on Scherrer's equation, for each calcination temperature (see Table 1).
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  The morphology and average size of some synthesized pure nanocrystalline anatase TiO2 were investigated in detail by transmission electron microscopy (TEM) as a function of the reaction parameter. Figure 3 shows the TEM micrograph of the anatase TiO2 samples prepared at 100 ºC by solvothermal treatment for 72h. The TEM images of the samples show an irregular spherical shape. The average diameter of the nanocrystals was estimated by inspection to be about 8.8 nm, as shown in the inset of Figure 3 below.

  
    

    [image: Figure 3. TEM image of nanocrystals]

  

  In order to further characterize the crystalline phase and sizes of the TiO2 samples, Raman measurements were performed. Before discussing the Raman spectra of the TiO2 nanocrystals, we briefly recall the vibrational properties of bulk anatase and rutile TiO2. The anatase (rutile) phase is tetragonal with two formulas per unit cell, belonging to the space group D4h19 (D4h14). Standard group theory analysis suggests that the Raman active modes are distributed into the irreducible representations as A1g+2B1g+3Eg and A1g+B1g+B2g+Eg for anatase and rutile, respectively.18 The spectral signatures of anatase and rutile are distinct and Raman spectroscopy can be used for unambiguously identifying them. The Raman spectrum recorded for TiO2 samples obtained with variable parameters (Figure 4a and 4b) clearly shows a strong band at about 143 cm−1 and four other bands at 197, 399, 513 and 639 cm−1, which are from the optical vibration modes belonging to the Eg(n6), Eg(n5), B1g(n4), A1g+B1g(n3+n2) and Eg(n1) irreducible representations.15 These spectra can be assigned to the anatase phase without the presence of the rutile or brookite phases,16 in agreement with the XRD analysis. The two most intense peaks located at about 143 and 639 cm−1 are the spectral signatures of anatase. However, the TiO2 sample produced in alkaline pH 12 shows (see Figure 4c) that the predominant phase is rutile, since the most intense modes are located at 451 and 615 cm−1.15 

  
    

    [image: Figure 4. Raman spectra of samples]

  

  It is clear that the vibrational mode features (wavenumber, peak width and relative intensity) associated with the modes assigned to TiO2 nanocrystals do change as a function of reaction parameters. The lowest frequency Eg mode experiences an upshift and becomes broader as the reaction time, temperature and pH decrease (see the inset to Figures 4a, 4b and 4c), for example as the nanocrystal size decreases. This is a size-induced phenomena observed in nanocrystals and it has been described based on a phonon confinement model.17 The lack of long-range order in nanocrystals breaks down the q~0 selection rule valid for a first-order Raman scattering. Broad and asymmetric modes are observed because phonons with q ≠ 0 are also allowed to contribute to the Raman profile.

  The Raman profile is not a Lorentzian curve and it depends on the nanocrystal size. The model used for fitting the Raman profile yields the following Equation 1:

  
    [image: Equação 01]

  

  where Γ0 is the linewidth of the Raman peak and ω(q) is the phonon dispersion curve. For spherical nanocrystals, the equation is: [image: Equação 02], where d stands for the nanocrystal diameter.17 The integration in Equation 1 is performed over the Brillouin zone of bulk TiO2. The phonon confinement is evident for the lowest frequency Eg mode located at about ω0 = 143 cm−1 for bulk anatase TiO2 in this work. For simplicity, we approximated the phonon dispersion of this mode using a linear chain model, e.g., (18) ω(q) = ω0 + 28[1 – cos(0.3768q)].19As the nanocrystal size gets smaller the phonon confinement involves large q values and the maximum of the Raman peak follows the same trend for ω(q) that is positive in the case of the Eg mode for bulk anatase TiO2.

  In Figure 5 we plot the Raman profile of the Eg mode according to Equation 1 for 12 (dashed line), 8.3 (solid line) and 5 nm (dotted line) diameters and considering Γ0 = 16 cm−1. The experimental data (solid circles) for the sample obtained at 100 ºC for 72h were best described by the solid line in which the nanocrystal size was estimated to be 8.3 nm. We can see that the size estimated by the Raman measurement is in better agreement with the TEM image than with that estimated by XRD (not shown here). By adjusting the experimental data for the other samples we have obtained the nanocrystal diameter as a function of the reaction time, temperature and pH. The obtained results are shown in Figure 6. It can be seen in Figure 6a that the decreasing reaction temperature promotes the reduction of the TiO2 nanoparticles average sizes. Moreover, in Figure 6b, the decreasing reaction time also promotes the TiO2 nanoparticle size decrease. Regarding the reaction pH, which is controlled by addition of either HCl or NaOH, we produced anatase nanoparticles in pH 2 and 7 with 7.5 and 7.9 nm grain sizes, respectively. The estimate of the TiO2 nanocrystal diameter through Raman spectroscopy is important because this method is fast and it is not necessary to prepare the TiO2 nanocrystals for analysis. Based on the average sizes obtained by the Raman measurements, we can state that the mechanisms of crystal growth are influenced by the reaction parameters and presence of hydrogen peroxide. In the presence of H2O2, the starting material is titanium peroxide, the OH− concentration around Ti4+ decreases, and the nucleation rate of Ti(OH)x slows down.
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  Figure 7 shows the Raman spectra of calcined samples. We can observe that TiO2 nanoparticles remained in the anatase phase up to about 700 ºC. After this temperature, a transition phase to rutile occurred, confirmed by XRD measurements (as shown above). The narrowing and red shift of the Eg peak with rising calcination temperatures may show that the increasing size of the anatase nanoparticles is promoted by calcination. Based on the phonon confinement model, the anatase nanoparticle average sizes were calculated for each calcination temperature (see Table 2) up to the anatase-rutile transition phase. Sample calcination promoted the coalescence of the anatase nanoparticles that led to increasing grain sizes.
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  The discrepancies between the nanocrystal sizes obtained by TEM, Raman, and X-ray diffractometry are inherent to the different phenomena involved in these techniques (Table S1).

  The changes in lattice parameters and different strain levels along the nanoparticle induce small changes in position and also broaden the peak, which in turn affects the estimation of the nanocrystal size decrease. The direct observation of the nanoparticle by TEM is the most effective method for determining the average nanoparticle size, but the cost and availability of the TEM equipment and the agglomeration of particles can prevent its appropriate use and causes contrast at the interfaces, preventing their direct observation and a precise analysis of their size. Thus, estimates of anatase nanocrystal size using Raman spectroscopy are useful and the results obtained regarding the nanocrystal sizes should be interpreted as being values close to the true average diameter size of the particle distribution. Also, the differences in the values are much smaller than the width of the TEM particle size distribution.

   

  Conclusions

  Summarizing, this study reports on the structural and vibrational properties of TiO2 nanocrystals synthesized by a solvothermal method with different reaction parameters and using H2O2 in the solution. X-ray diffraction and transmission electron microscopy analyses were employed as structural characterization tools and revealed that TiO2 nanocrystals were grown in the anatase phase. The nanocrystal sizes exhibited a linear behavior as a function of the increasing values of the reaction parameters. Both softening and broadening of the Raman modes confirmed the very small size of the TiO2 nanocrystals. A dependence of the Raman peak wavenumber on the TiO2 nanocrystal diameter was observed, which can be used as a prompt characterization tool for estimating average nanocrystal sizes. This observation is also supported by TEM micrograph evidence. The presence of the H2O2 in the solvothermal reaction mixture produces anatase TiO2 nanoparticles with uniform and smaller size due to its role as a retardant of grain size increase at a low cost. During the crystallization process, the nucleation rate of TiO2 is increased because the presence of peroxides can inhibit the hydrolysis of the titanium ions in solution. As a result, uniformly shaped anatase particles with nanometric grain sizes smaller than those obtained in the absence of H2O2 were produced.

   

  Supplementary Information

  Supplementary information (Table S1) is available free of charge at http://jbcs.sbq.org.br as a PDF file.
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    Soluções simuladoras do fluido corpóreo (SBFs) são usadas em avaliação de biocompatibilidade de biomateriais e também como processo de recobrimento alternativo à aspersão por plasma. Processos biomiméticos ocorrem heterogeneamente sobre superfícies metálicas; portanto, o uso da técnica de microeletrodo é muito recomendável para detectar mudanças na superfície. Neste trabalho, o pH local foi monitorado durante as primeiras 44 h de deposição de fosfato de cálcio em amostras de titânio com uma solução SBF simplificada. Dados tridimensionais (pH local, coordenadas x-y) foram empregados para simular as concentrações de equilíbrio para todas as espécies químicas. Baseadas nestas quantidades, foram calculadas as supersaturações relativas e variações de energia de Gibbs para hidroxiapatita e fosfato octacálcico. A abordagem experimental e teórica conjunta sugere que nem a alcalinidade local nem a concentração de cálcio livre fornecem um cenário adequado sobre a condição de precipitação, mas o uso simultâneo produz resultados interessantes não obtidos com somente uma delas.

  

   

  
    Simulated body fluids (SBFs) are largely used as biocompatibility screening and also as an alternative process to the plasma spray coating. Biomimetic processes occur heterogeneously on metallic surface; therefore, the use of a microelectrode technique is highly advisable to detect surface changes. In this work, the local pH was monitored during the first 44 h of deposition of calcium phosphates on titanium samples with a simplified SBF solution. Three-dimensional data (local pH, x-y coordinates) were used to simulate equilibrium concentrations of all species. Based on these quantities, relative supersaturations and Gibbs energy variations of hydroxyapatite and octacalcium phosphate were evaluated. The conjoint experimental and theoretical approach suggested that neither local alkalinity nor free calcium concentration alone produces an adequate scenario of precipitation conditions, but the use of both procedures results in interesting findings not achieved using only a single approach.

    Keywords: ion-selective microelectrode, hydroxyapatite, local pH, biomimetic precipitation

  

   

   

  Introduction

  Multicomponent reactions take place in diverse physical systems of great interest, such as natural water, biological fluids and, consequently, in biomimetic processes.1 In these cases, the simultaneous equilibrium of dozens of species can generally only be simulated by numerical procedures. SBFs are a good example of these.2-4

  Biomimetic processes are heavily used in bioactivity testing of metallic surfaces for biomedical applications.5 Despite their extensive use, few works have focused on theoretical aspects of thermodynamic or evolution behavior that could give additional information not available in clinical evaluations.2,6

  In the present work, titanium surfaces were coated with a designed simplified SBF solution whose chemical composition is based on the ionic species necessary to form calcium phosphates, e.g., calcium and phosphate ions in dilute aqueous solution.4 Besides the advantage of easy preparation, a less complex composition simplifies the understanding of simultaneous chemical reactions.

  Biomimetic precipitation on metallic implants is a heterogeneous reaction, and the precise evaluation of physicochemical parameters as close as possible to the surface is of prime importance to understand the system. SIET (scanning ion-selective electrode technique) is a local technique that allows measurements of the chemical composition very close to a surface. It was previously used to study the flux of ions in cell membranes, and further applied to Materials Science.7-10 However, for biomimetic precipitation, this technique, as far as we can see, has not been employed. One advantage of the local pH measurement in the in vitro situation is the possibility of following the evolution behavior and applying thermodynamic modeling, because the system is simpler than an in vivo case. Therefore, our group performed an experimental test under biomimetic conditions, without buffers, and the earliest time points (up to 44 h) of local pH evolution were monitored. From these data, chemical equilibrium calculations were conducted in order to obtain the concentrations of other species (such as free calcium and phosphates) as well as the Gibbs energy variations and supersaturations for calcium phosphates with biomedical interest. The main objective of this work is to propose an integrated tool (SIET + computational simulations) in order to gain access to some important thermodynamic quantities useful for prediction of calcium phosphate formation with biomedical interest.

   

  Experimental

  Titanium samples (8 mm × 8 mm) were cut from a biomedical grade titanium sheet (American Society for Testing and Materials Standard ASTM F67-89). The sample was embedded in an inert epoxy holder and polished with emery paper up to 1200 mesh. After the polishing, the samples were exposed to air, and the formation of titanium oxide took place. The cleaning process obeyed the following sequence: cleaning with MilliPore purified water under ultrasound waves for 3 min; washing with alcohol plus ultrasound for 3 min, and finally immersion in water plus ultrasound for 3 min. To decrease the area of the metallic surface exposed to solution and hence increase the resolution of the pH mapping, the metallic surface was covered with bee wax except for an area of 3 mm × 3 mm.

  The simplified solution was designed using a computational simulator named SimSE (Electrolyte Solution Simulator).2 This solution was prepared with the following reagents (pure for analysis grade obtained from Merck): NaHCO3, K2HPO4, CaCl2.2H2O and MilliPore filtered water (r > 18 MΩ cm), in order to obtain the following total ionic concentrations (in mmol L−1): 2.5 Ca2+, 5.0 Cl−, 4.2 Na+, 4.2 HCO3–, 2.0 K+ and 1.0 HPO42–. The solution was prepared just before the pH-SIET tests. The temperature of the solution was maintained at 298.15 K during preparation. The solution volume was 6.4 cm3, and the exposed area was 0.09 cm2. Thus, the ratio solution volume/exposed surface is approximately 71 cm3 cm-2. The experiments were performed in duplicate.

  Commercial equipment manufactured by Applicable Electronics and controlled by Aset software was used to perform SIET measurements. The SIET pre-amplifier was mounted on 3D step motors that moved with a lateral resolution of 0.8 μm and were used to position a pH microelectrode over the active surface. Localized pH measurements were performed using a glass-capillary ISME (ion-selective microelectrode). The pH selective microelectrodes were prepared from single-barrelled, standard-wall (330 μm) borosilicate glass capillaries with an outer diameter of 1.5 mm. A P-97 Flaming/Brown 
    Micropipette Puller (Sutter Instruments) was used to shape the cone tip. The diameter at the apex of the tip was 2.0 ± 0.5 μm. Before use, the inner surface of each capillary was silanized by injecting 200 μL of N,N-dimethyltrimethylsilylamine in a glass preparation chamber at 200 °C. The silanized capillaries were filled with a selective ionophore-based oil-like membrane and back-filled with an inner reference solution. The column length of the membrane was about 60-70 μm. The pH-SME (pH selective microelectrode) membrane consisted of 6 wt.% ETH 1907 (4-nonadecylpyridine), 12 mol% (relative to the ionophore) potassium tetrakis(4-chlorophenyl) borate, and a membrane solvent, 2-nitrophenyloctyl ether. All reagents for the pH-SME membrane were Selectophore grade products from Fluka. pH-SME was calibrated using commercially available pH buffers. The linear range of the pH response was 2-10, and the nernstian slope was −51.3 mV pH–1. All experiments were performed in a Faraday cage at room temperature. A "move-wait-measure pH" scheme was employed for mapping above the surface. The time for acquisition for each pH data-point was 1.5 s. For the presented SIET-pH measurements, pH-SME was fixed at a height of 50 ± 10 μm above the surface. All measurements were carried out in an SBF solution. Frames of circa 2 mm × 2 mm measurements were consecutively performed at each hour, up to 44 h of exposure. Measurements were performed in a 31 × 31 grid, generating 961 points. The measuring steps were 73 μm (x direction) and 60 μm (y direction). A region of this frame was reserved to measure the change close to the wax to allow comparison with the titanium surface effect. Besides continuous image monitoring, low magnification optical images of the surface were taken at a rate of one picture per hour. These maps were used to simulate the presence of other ions in equilibrium, as presented in the following section.

  Theoretical analysis

  Using the local pH measurements, several equilibrium calculations were undertaken in order to access thermodynamic quantities such as ionic concentrations (and activities), relative supersaturations and Gibbs energy variations (between a supersaturated solution and the saturation condition). For this task, the following equilibrium reactions in a liquid phase were considered:

  (i)Water equilibrium

  
    [image: Equações 01]

  

  (ii) Protonation/deprotonation of phosphates
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  (iii) Calcium ion equilibria

  
    [image: Equações 03]

  

(iv) Carbonate/bicarbonate equilibrium

  
    [image: Equações 04]

  

  Besides these chemical equilibrium reactions, it was taken into account the material balances for phosphorus, calcium and carbon. Activity coefficients for charged species were calculated for long-range interactions, using the extended Debye-Hückel model and the Bates-Guggenheim convention for chloride ion.11 Detailed explanations of chemical equilibrium modeling and numerical aspects of SBF simulations are presented in Bastos et al.2 Equilibrium constants for reactions 2-11 are found in the references.3,12-14

  For pH specification, the nonlinear algebraic system formed by chemical equilibrium equations 1-11 and material balances must be solved in order to access ionic concentrations and activities at equilibrium conditions.

  A designed computational simulator (SimSE) was used with some modifications to enable compatibility with the three-dimensional SIET data (local pH, x-y coordinates) provided by pH-SME (essentially, a double-loop structure in order to scan all points in the surface).2 The numerical procedure is based on a damped Newton method with Jacobian matrix calculated by forward finite-differences. This new version of SimSE is able to produce ionic concentration maps (and additional thermodynamic quantities such as Gibbs energies for precipitation, expressing the deviations from equilibrium).

  Within this framework, chemical equilibrium assumptions for a liquid phase are considered at all instants to emulate the actual phenomenon (not considering kinetic aspects). This approach is useful in order to estimate the driving forces for precipitation processes.15 Another important assumption in this model is that the total quantities of calcium, phosphate (and its protonated/complex forms) and bicarbonate (and its forms, including carbonate) are considered constant during the precipitation process (the material balances in the liquid phase are maintained). In other words, this means that the quantity of solid phase is negligible when compared with the ionic quantities available in solution. The hypothesis of a closed in vitro system has great advantages over in vivo systems, which are open. This consideration is very important in mass balance equations. With calculated values for ionic concentrations/activities, Gibbs energies for precipitation were calculated for octacalcium phosphate (OCP) and hydroxyapatite (HA). For instance, the following precipitation reaction for hydroxyapatite was considered:
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  Thus, the Gibbs energy variation between the supersaturated and saturated solution (ΔGHA, for hydroxyapatite) is given by

  
    [image: Equações 06]

  

  where IAP refers to the ionic activity product (calculated using SimSE), T is the absolute temperature (K), R is the universal gas constant (J mol–1 K–1) and KSP,HA is the solubility product constant for hydroxyapatite at 298.15 K. Analogous numerical procedures can be extended for other calcium phosphates, but octacalcium phosphate and hydroxyapatite were chosen due to their importance as bioceramics. Besides, only hydroxyapatite, octacalcium phosphate and calcium-deficient hydroxyapatite are possible in the considered pH range.16 Since consistent values for substitution of phosphate by hydrogen phosphate ions in calcium-deficient hydroxyapatite were not obtained, calculations for this phosphate were not performed. Thus, the solubility constant product for this phosphate is inaccurate.16 Solubility product constants for hydroxyapatite and octacalcium phosphate were found in Glinkina et al.3 and Tung et al.,17 respectively.

  The relative supersaturations (referred hereafter as supersaturations) are also presented, being defined as:
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  where n is the sum of stoichiometric coefficients for HA or OCP precipitations.

  In all figures depicted in the following section, the x-y coordinates are expressed in μm; the free Gibbs energy in J mol–1; and the chemical concentrations in mol L–1, except for pH that is traditionally expressed as –log [H+]. The brightness of the maps varies with each specific scale.

   

  Results and Discussion

  Figure 1 presents an initial map of local pH measured just after immersion of the titanium in SBF solution. The first measured point is located at top-left position and the last one at bottom-right position. The lateral region corresponds to the bee wax. This configuration of measurement is interesting for revealing the effect of a metallic surface when compared with an inert surface. It is worth noting that completing one map demands circa 40 min, thus the instant of measurement increases to the right or below directions. The drift of the potential of the pH-selective microelectrode did not exceed 0.5 mV h-1 during the measurements. Reproducibility of the potential was 0.3 mV.

  
    

    [image: Figure 1. Map of local pH measured]

  

  Figure 2 shows the maximum, minimum and average (considering all measured points in the surface) local pH for all measured instants, corresponding to titanium and wax, up to 44 h. The average pH begins close to 8 and reaches its maximum in the first moments of the process. Subsequently, there is a slow decay in values up to the end of the experimental exposure. The extreme values (maximum and minimum) follow a similar scattering.

  
  

    [image: Figure 2. Evolution of local]

  

  The following results (Figure 3) are related to thermodynamic calculations. All numerical evaluations correspond to the liquid phase. For example, Gibbs energies are related to the difference between supersaturated solutions (an unstable equilibrium condition, with calculated activities/concentrations) and the saturation condition (evaluated by solubility constant products for a given solid phase). Figure 3 presents the calculated concentrations for Ca2+, CaPO4–, CO32– and HCO3–. All variables (concentrations, activities, activity coefficients, etc.) are available, but for the sake of conciseness only the most relevant are shown.

  
  

    [image: Figure 3. Experimental (local pH)]

  

  Calcium ions are extremely important in the apatites for biomedical applications.16 CaPO4– is a highly stable calcium phosphate complex and its concentration affects free calcium availability.2,13 Carbonate/bicarbonate equilibrium is strongly dependent on pH and must be monitored during deposition. Supersaturations and Gibbs energies for precipitation of octacalcium phosphate and hydroxyapatite are also shown.

  A horizontal "line" between the titanium and wax can be observed in all maps after 4 h (Figure 3), with a reduced pH. For instance, if the coordinates (x, y) = (–887, –424) are considered, the local pH is close to 8.9. Maintaining the x-coordinate at –887 μm, but considering y = –636 μm (titanium-wax interface), the pH is near 7.6. This pH behavior is also reflected on other maps. For all x-coordinate values at y = –636 μm, calcium concentration is increased to 0.0018 mol L–1. This difference could be ascribed to a lateral flux of calcium ions since the surface diffusivity is high; although feasible, this flux was not estimated as it has already been done in the literature.7

  For a multicomponent system governed by a nonlinear set of equations, the measurement of a single parameter is normally insufficient to give a proper status of the system. Indeed, the present findings agree with this general consideration. For a given point in the surface, a high free calcium concentration corresponds to a low pH value (Figures 3a and 3b). Anyway, for hydroxyapatite precipitation, the increase of free calcium concentration is desirable (equation 12). However, even for a high free calcium concentration, at a low pH point, a high HA supersaturation is not observed. This combined effect is shown by supersaturations and Gibbs energies: for octacalcium phosphate, this "line" represents the more stable condition for precipitation; for hydroxyapatite, the corresponding region shows fewer tendencies to form a solid phase (lower availability of OH– as a consequence of low pH). These calculated results are fully compatible with experimental findings; lower pH promotes octacalcium phosphate phase deposition, and an increase in pH provokes the formation of hydroxyapatite. Moreover, the supersaturation and the corresponding free Gibbs energy variation, obtained from experimental (pH-SME) as well as theoretical calculations (thermodynamics), give a more understandable picture of the local driving force for apatite precipitation. Thus, an increase in free calcium availability is desirable from the point of view of octacalcium phosphate and hydroxyapatite formation, but the dependency of other parameters on precipitation indicates that quantitative estimation of the driving force is only feasible with experimental and numerical approaches.

  Some scattering in local pH is a result of experimental effects (see, for instance, the "dark point" in the pH map close to x = –200 μm, y = –260 μm in Figure 3a). Despite extreme caution during the experiments, several factors could produce this small perturbation: metallic heterogeneity, electronic noise, vibration, etc. However, this experimental artifact did not jeopardize the maps obtained with a very large number of points.

  Figure 4 shows the local pH map after 44 h. In this situation, there is a tendency toward pH homogenization on the titanium surface. In all subsequent maps, it is possible to consider that there are no significant variations for all thermodynamic quantities as functions of x, y position. For sake of conciseness, these maps were not presented, but the representative quantities for an average pH, approximately equal to 6.8, are exhibited. For this pH, [Ca2+] = 0.0022 mol L–1, [CaPO4–] = 0.0001 mol L–1, [CO32–] = 0.0000012 mol L–1, [HCO3–] = 0.0041 mol L–1, HA supersaturation = 27.1, OCP supersaturation = 14.7, ΔGHA = – 8266 J mol–1, and ΔGOCP = – 6824 J mol–1 were obtained. This homogenization of pH and other parameters occurs simultaneously with the complete coating of the metallic surface, as observed in Figure 5b. Figure 5a images the surface at the onset of immersion, with a clear metallic surface and the local pH-SME sensor.

  
    

    [image: Figure 4. Experimental local pH]

  

  
    

    [image: Figure 5. Optical images of titanium, taken in situ at SIET]

  

  The calcium content in solution is frequently monitored in order to detect, and even quantify, the ability of apatite to deposit on surfaces, known as a bioactivity test. In this way, the decrease of calcium content in solution is considered to be a heterogeneous precipitation, mainly on the metallic substrate.18 However, for calcium phosphates immersed in SBF for up to 7 days, an interesting result of calcium availability was detected: the calcium content in solution increased for up to 6 h, and subsequently dropped.19 One possible explanation for the cyclic variations in the local pH on surface of the titanium may be described as follows. Initially, the deposition of the first layers of apatite on the metallic surface occurs along with some evolution of CO2 owing to carbonate/bicarbonate/carbon dioxide reactions.

  The reactions of carbon dioxide in aqueous medium can be expressed in equations 14-16:
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Moreover, the equilibrium reaction between gaseous carbon dioxide and aqueous carbon dioxide is represented by:20

  
    [image: Equação 09]

  

  where ФCO2 refers to the fugacity coefficient for carbon dioxide in the gaseous phase, aCO2 is the activity of carbon dioxide in the liquid phase and pCO2 is the partial pressure of carbon dioxide. The fugacity coefficient for carbon dioxide is evaluated using the expression:20

  
    [image: Equação 10]

  

  where T is the absolute temperature (Kelvin) and the pressure P is measured in bar. Clearly, the gaseous carbon dioxide partial pressure must be specified in order to solve equation 17. In an additional simulation, the effect of carbon dioxide partial pressure in the range 0 < pCO2 < 0.10 bar was studied, as shown in Figure 6, which is the range of biomedical interest. It is worth noting that this calculation was done considering all equilibrium reactions 1-11 plus 14-18.

  
    

    [image: Figure 6. pH evolution]

  

  Therefore, the observed local pH increases slightly and simultaneously the initial precipitation on metal occurs. The local pH evolution up to 5 h can be speculated as a consequence of carbon dioxide release. After a period of approximately 5 h, and on the top of the initial calcium phosphate layer, deposition takes place at a more intense rate due to its similarity to the new substrate of apatite. The more intense fixation of phosphate as hydroxyapatite reduces the local hydroxide ion concentration and consequently the pH drops, as observed in Figure 2.

  The numerical simulations allow access to a large number of necessary quantities (ionic concentrations, supersaturations, etc.); therefore, any algebraic manipulation (as used by Carey and Vogel) was not used.21 Besides, the visualization of concentration maps is always available even for a more complex system (with more uncommon species).

   

  Conclusions

  A detailed map of local pH during biomimetic deposition on biomedical grade titanium was obtained by using the ion-selective microelectrode technique. The averaged local pH presents an increase-decrease cycle, with a turning point at 5 h. From the local pH measurements, and taking into account the chemical equilibrium in the liquid phase, it was possible to obtain maps corresponding to all species in solution. The numerical simulation of supersaturation and free Gibbs energy variation of hydroxyapatite and octacalcium revealed that the monitoring of a single parameter (i.e., pH or free calcium concentration) is not capable of predicting the tendency for calcium phosphate precipitation. On the other hand, local measurements, along with computational simulations, provide an adequate visualization of conditions of the biomimetic precipitation.
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    Um método de extração por fase sólida foi desenvolvido para determinação direta de níquel em bebidas alcóolicas. Este método baseia-se na adsorção de níquel em cascas de Citrus reticulata, conhecida como mexerica. O pH de solução, quantidade de adsorvente, vazão da amostra e do eluente, concentração do eluente e efeito de matriz foram investigados usando estratégias de otimização multivariada. Estudos de dessorção foram feitos com HCl 1 mol L-1. As condições ideais de extração foram obtidas usando amostra em pH 6,0, vazão da amostra de 4,3 mL min−1, massa de adsorvente de 50 mg e HCl 1,0 mol L-1 na vazão de 2,0 mL min-1 usado como eluente. Fator de pré-concentração, precisão, limite de detecção (LOD), limite de quantificação (LOQ), índice de consumo e frequência analítica foram estimados como 12, 0,9% (30,0 μg L−1, n = 7), 3,1 μg L−1, 10,3 μg L−1, 0,85 mL e 15 amostras por h, respectivamente. O método foi aplicado em amostras de cachaça e uísque e os resultados para os testes de recuperação foram maiores que 99%.

  

   

  
    A solid phase extraction method was developed for the direct determination of nickel in alcoholic beverages. This method is based on the adsorption of nickel onto the peel of Citrus reticulata (mandarin orange). The solution pH, amount of adsorbent, sample and eluent flow rates, eluent concentration and matrix effects were investigated using multivariate optimization strategies. Desorption studies were carried out with 1 mol L-1 HCl. The optimum extraction conditions were obtained using a sample pH of 6.0, sample flow rate of 4.3 mL min−1, 50 mg of sorbent mass and 1.0 mol L-1 HCl at a flow rate of 2.0 mL min-1 used as eluent. The preconcentration factor, precision, limit of detection (LOD), limit of quantification (LOQ), consumption index and sample throughput were estimated as 12, 0.9% (30.0 μg L−1, n = 7), 3.1 μg L−1, 10.3 μg L−1, 0.85 mL and 15 samples per h, respectively. The method was applied to sugar cane spirit and whisky samples and the results for recovery tests were higher than 99%.

    Keywords: nickel,preconcentration, mandarin peel, cane spirit, whisky

  

   

 

  Introduction

  Nickel is one of the essential micronutrients for plants, animals and humans, but it is toxic at elevated concentrations.1,2 Considerable attention has been paid to the toxicity of nickel in low concentration due to the fact that certain nickel compounds may be carcinogenic.3 Thus, it is essential from an analytical point of view to develop sensitive and low cost methods to determine trace amounts of nickel in food and beverages.

  The determination of nickel can be carried out by various analytical techniques that provide acceptable sensitivity such as inductively coupled plasma mass spectrometry (ICP‑MS) and electrothermal atomic absorption spectrometry (ETAAS).4-8 However, the instruments required for these techniques are expensive, day-to-day maintenance costs are high and there are various types of inherent sources of interference. Moreover, the direct determination of metal ions at trace levels in beverages by ETAAS is not simple and the analysis can be unreliable. Stripping voltammetric methods for direct nickel determination in beverages have been proposed; however, the interference from electroactive organic molecules and ethanol can cause a decrease in the sensitivity of this method.9

  In order to address these problems, methods using preconcentration procedures combining techniques of lower cost such as flame atomic absorption spectrometry (FAAS) have been carried out.10,11 In this regard, preconcentration/elution is a simple method which has provided interesting results.

  Solid phase extraction (SPE) has been extensively used for the separation and preconcentration of trace elements because this approach offers a number of important benefits, such as reduced disposal costs, high recoveries and easy recovery of the solid phase. Many supports have been applied to preconcentrate metal ions such as nanotubes,12 activated carbon,4 exchange resins13,14 and modified silica,15 in which the sample passes through a column packed with a complexing agent and is subsequently eluted for analysis.

  These methodologies are extensively used for aqueous samples but are not commonly applied to alcoholic samples. It is important to highlight that there are no data reported on the application of preconcentration to quantify nickel ions in alcoholic samples. Thus, there is a need for the development of simple methods to determine metal ions using preconcentration in distinct matrices (ethanol, sugar cane spirit) in order to fill this gap in the scientific literature.

  Studies on the preconcentration of metals are carried out mostly with the use of commercially available adsorbents. The use of waste materials such as low-cost adsorbents is attractive due to their contribution to reducing the cost of waste disposal and aiding environmental protection.16-18 It is evident from a literature survey that various low cost adsorbents have shown good potential for the removal of a variety of aquatic pollutants.19-21 However, there are a few issues and drawbacks associated with the use of low cost adsorbents in preconcentration systems. Of particular interest, there are methods which involve inorganic solid surfaces modified with chelating groups to increase the selectivity.22-24

  Studies involving the use of orange peel to remove nickel from industrial effluents have been previously published.20 However, the use of this material for metal preconcentration has not been reported in the literature.

  In this context, this study aims to develop an on-line preconcentration methodology coupled to FAAS for the determination of nickel in alcoholic beverages after column solid phase extraction using the peel of Citrus reticulata (mandarin orange).

   

  Experimental

  Instrumentation

  A Varian SpectrAA 220 flame atomic absorption spectrometer (Melbourne, Victoria, Australia) equipped with a nickel hollow cathode lamp and a deuterium lamp for background correction was used for the detection of nickel. The instrument was operated under the conditions recommended by the manufacturer.

  The flow preconcentration system was constructed using a Gilson Minipuls 3 peristaltic pump (Villiers-le-Bel, lle-de-France, France) equipped with eight channels and Tygon® and polyethylene tubes were used to pump the solutions through the mini-column (50 mm × 3 mm) in the elution and preconcentration steps. A Gehaka PG1800 pH meter (São Paulo, Brazil) was used to adjust the pH of the samples and the working 
    solutions.

  Reagents and solutions

  All working solutions were prepared with ultra-pure water obtained from a Milli-Q (Bedford, MA, USA) water purification system (18.2 MΩ cm at 25 °C). All reagents were of analytical grade. All laboratory glassware were previously washed with neutral detergent and then kept overnight in 10% (v/v) nitric acid solution and washed with deionized water.

  The working solutions used in this study were prepared through dilution of a 100 mg L-1 stock solution of nickel (Carlo Erba, Milan, Italy) in 95% (v/v) ethanol (Cromoline, São Paulo-SP, Brazil). Solutions of 0.5 mol L-1 HCl and 0.5 mol L-1 NaOH were used to adjust the pH (the pH was not buffered in order to reduce interference in the adsorption process).25 Hydrochloric acid solutions used as the eluent were prepared through the dilution in water of concentrated acid obtained from Merck (Darmstadt, Hessen, Germany).

  Preparation of mini-column

  The orange peel used to construct the mini-column was obtained from fruit samples purchased in a local market (Uberlândia, Brazil). The peel was separated from the pulp, washed in deionized water and dried at 75 ± 2 ºC. After drying, the peel was crushed in a domestic blender (Black & Decker, São Paulo-SP, Brazil) and passed through 850 μm sieves. The peel samples were treated with 0.1 mol L-1 NaOH as previously reported in the literature in order to remove organic and inorganic matters from the sorbent 
    surface.26

  A mini-column with a length and internal diameter of 50 mm and 3 mm, respectively, was filled with adsorbent material. The ends of this mini-column were sealed with a little glass wool to prevent material losses.

  On-line preconcentration system

  A schematic diagram of the on-line preconcentration system for Ni(II) determination by FAAS is shown in Figure 1. The flow system consists of a peristaltic pump equipped with Tygon® tubes, four three-way solenoid valves and a mini-column filled with adsorbent. The active devices were controlled through the parallel port of a Pentium IV microcomputer using a power drive based on a ULN2803 integrated circuit. The control software was developed in Visual Basic 6.0 (Microsoft, Seattle, WA, USA) which was used to control the on/off switching time of the solenoid valves and also the time that they remained open or closed. The HyperTerminal software and a RS232C port were used for data acquisition.

  
    

    [image: Figure 1. Schematic diagram]

  

  The system was coupled to the FAAS instrument. During the preconcentration step (Figure 1a), valve 1 is on and the other valves remain off, the samples or working solutions are pumped through the mini-column and the effluent is discharged. In the elution step (Figure 1b), valve 1 is off and valves 2, 3 and 4 are on. Thus, the eluent percolates through the mini-column in the opposite direction to that of the sample undergoing the preconcentration step. The eluate is carried directly to the nebulization system of the FAAS instrument.

  Optimization of the system

  The on-line preconcentration system was optimized using the multivariate method in order to ascertain the best conditions for nickel determination, considering maximum sensitivity and best reproducibility. A two-level full factorial 24 design with a central point and 18 runs in total was carried out, in duplicate, to determine the influence of the selected factors and their interactions in the preconcentration system. The factors selected were: sample pH, eluent concentration, preconcentration flow rate and adsorbent mass.

  Applying the optimum hydrodynamic conditions, tests were carried out to verify the influence of the sample flow rate and mass of adsorbent on the preconcentration efficiency. The experiments were carried out in duplicate, using a 30.0 μg L-1 solution of Ni(II).

  Samples

  Whisky and sugar cane spirit samples were purchased in a local store in Uberlândia city (Minas Gerais State, Brazil) and analyzed without prior treatment. These samples showed analyte concentrations below the limit of detection of the method, and thus to assess the recovery of the analyte, they were spiked with 40.0 μg L-1 Ni(II).

  Results and Discussion

  Preconcentration system optimization

  A multivariate optimization strategy was employed in order to optimize the levels for the hydrodynamic parameters associated with the preconcentration system. The analytical response was taken as the absorbance, the sample volume used for the preconcentration was 10 mL of 30 μg L−1 Ni(II) and the eluent used was HCl at a flow rate of 2.0 mL min-1. The results are shown in Table 1. The preconcentration time was not optimized in order to maintain the relatively high analytical frequency of the proposed method. A Pareto chart (Figure 2) was plotted from the results to verify the influence of the factors and their interactions in the system. An effect was considered significant when it was above the standard error at the 95% confidence level (p > 0.05), which is denoted by the vertical line on the graph.

    
    

    [image: Table 1. Conditions for Ni(II)]

  

    
    

    [image: Figure 2. Pareto chart]

  

  As can be observed, the interaction between the sample flow rate and adsorbent mass factors shows a negative influence indicating that an increase in the flow rate combined with a decrease in the adsorbent mass leads to higher analytical signals. An improvement in the analytical response is observed with an increase in sample flow rate from 3.0 to 6.0 mL min-1 since larger amounts of sample are preconcentrated. This behavior can be seen in the case of test 12 (Table 1). These data show that the metal sorption and desorption are favored with a higher sample flow rate and lower adsorbent mass. The sample pH and eluent concentration variables were kept at 6.0 and 1.0 mol L–1, respectively, to obtain a lower consumption of eluent.

  Biosorbent materials contain primarily weak acidic and basic functional groups. It follows from the theory of acid-base equilibrium that, in the pH range of 2.5-5, the binding of heavy metal ions is determined primarily by the weak acidic group dissociation. The carboxyl group (–COOH) is the most important group in terms of metal uptake by biological materials.27 Low pH conditions allow hydrogen and hydronium ions to compete with Ni(II) for metal binding sites on the biomass, causing poor Ni(II) uptake. At higher pH values (between 5-6), there are more ligands with negative charges are exposed, resulting in greater Ni(II) sorption. However, at pH values higher than 7.0, precipitation of the solution occurs which leads to a reduction in the sorption capacity. Therefore, the initial pH of the sample was adjusted to 6.0.

  For the variable eluent concentration, a variation from low (1.0 mol L-1) to high (2.0 mol L-1) values produced a small increase in the analytical signal. However, this concentration was kept at 1.0 mol L-1 to reduce the reagent consumption.

  The most significant variables indicated by the factorial design (sample flow rate and adsorbent mass) were then optimized using a response surface. The response data were used to generate response surfaces for the studied system (Figure 3). The response surface can be described by the quadratic equation:

  
    [image: Equação 01]
  

  
    

    [image: Figure 3. Response surface for optimization]

  

  The maximum point was obtained for the surface response and the critical values for the investigated factors adopted in further experiments were: sorbent mass of 50 mg and sample flow rate of 4.3 mL min-1.

Thus, as a result of the optimization procedures, the following working conditions were selected: adsorbent mass of 50.0 mg, sample flow rate of 4.3 mL min-1, sample pH of 6.0, eluent concentration of 1.0 mol L-1 and flow rate of 2.0 mL min-1.

  Interference

  The effect of Na(I), Cu(II) and Fe(III) on the determination of nickel was studied using a mixed solution method, in which the solution contained a fixed concentration of nickel and various concentrations of interfering ions. These ions were chosen based on previously published studies on alcoholic samples.28

  Solutions containing 30 μg L-1 of nickel and 30 and 300 μg L–1 of interfering ions were prepared. The solutions containing the nickel sample plus the potential interference ions were analyzed by the proposed method. The response was compared to that obtained for an unspiked nickel solution. A species is considered as an interferent in the proposed procedure when the difference between the signals of the solution containing only Ni(II) ions and those containing the possible interference ions is more than 10%.

  The results of this study suggest that the interference of the ions tested concomitantly was significant. This interference can be attributed to the competition from the ions for the adsorption sites since the interaction of metal species on the adsorbent surface occurs primarily through ion exchange or complexation. However, the levels of such ions in real samples are much lower than the levels studied in this research.

  Analytical features

  The analytical performance of the proposed method was evaluated under the optimized conditions, i.e., adsorbent mass of 50.0 mg, sample flow rate of 4.3 mL min–1, sample pH of 6.0, eluent concentration of 1.0 mol L–1 and flow rate of 2.0 mL min–1.

  The preconcentration factor (PF) was obtained by calculating the slope ratio of the calibration curves obtained with and without the preconcentration. Detection and quantification limits were calculated as three and ten times the standard deviation of 15 independent measurements of a blank sample divided by the slope of the calibration curve, respectively. The consumption index, defined as the volume of sample (mL) consumed to achieve one PF unit, is expressed by the equation CI = Vs/PF, where Vs is the sample volume consumed to achieve the PF value.

  The quantification carried out with the on-line preconcentration system for the determination of Ni(II) in beverage samples provided good linearity (correlation coefficien ≥ 0.997) in the range of 10-75.0 μg L–1, in which the regression equation for nickel determination is Abs = 1.5 × 10-3[Ni2+] – 2.6 × 10–4. The limits of detection and quantification were found to be, respectively, 3.1 and 10.3 μg L-1 and a preconcentration factor of 12 was obtained. The repeatability of the proposed method was assessed by performing seven consecutive preconcentration steps at a concentration level of 30 μg L−1 nickel and the result expressed in terms of relative standard deviation. A value of 0.9% was obtained, demonstrating excellent repeatability. The CI value was 0.85 mL. A single column can be used for 40 successive cycles of preconcentration and elution without loss of stability.

  Some applications of preconcentration techniques for the determination of nickel in several samples are presented in Table 2. Preconcentration methods based on solid phase extraction are attractive when coupled with the detection instrument and with the use of sorbent and chelating agents. These methods provided limits of detection in the range of 0.009 to 87 μg L–1 and preconcentration factors of 3.71 to 150. As can be observed, the adsorbent preconcentration method described herein showed better or similar performance when compared with previously published results, in terms of limits of detection and sample consumption, and it does not require the use of complexing agents. The procedure developed based on a natural adsorbent with FAAS detection allowed the determination of nickel at the level of μg L–1 in alcoholic samples without the need for a specific sample preparation step.

    
    

    [image: Table 2. Comparison of methods for]

  

  Application of the method and recovery tests

  The proposed method was applied to samples of alcoholic beverages obtained at a local store in Uberlândia city. The samples analyzed were acidified and eluted with hydrochloric acid to ensure that the nickel was recovered in its complexed forms. In order to assess the analyte recovery, all samples were spiked at concentration levels ranging from 0 to 40.0 μg L–1. The results are shown in Table 3, in which it can be seen that there is no difference in the recovery values for these samples, indicating that the analyte is quantitatively retained and eluted in all the evaluated samples.

    
    

    [image: Table 3. Relative recovery]

  

   

  Conclusions

  The on-line preconcentration system described herein is simple and allows the direct determination of Ni(II) at the level of μg L–1 in alcoholic beverage samples by FAAS. The validation process involving the evaluation of the limits of detection and quantification, recovery tests and preconcentration factor indicated the applicability of the proposed system to real samples. Other advantages offered by the proposed procedure are lower cost, lower consumption of reagents, and reduced analyte losses and contamination risks compared with other methods currently available.

  The use of Citrus reticulata peel in the on-line preconcentration system was shown to be efficient in the preconcentration of nickel from complex samples, in this case, beverages. Moreover, the material could be applied to other samples and metal ions.
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Figure S81. "H NMR spectrum (100 MHz, CDCL,) of N-butylpicolinamide (13).
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Figure S82. FTIR spectrum of N-(furan-2-ylmethyl)picolinamide (14).





OPS/images/a06img13.png
A
(@) (b)
2] m
o
o
o
o
o
o
o
00
= Calibration in seawater 500°
o Titration of T. gracilis in seawater 0000°
0000000
0 15 20 25 o 2z 4 & & 10 12 1 6 1
Ce,/ (umol L) C,, ./ (umol L)
o 14
(c (d
(© n (d)
P
o L )
°
00
o
°
o
°
°
3
500
ODO
3 =
00 0z o4 08 08 10 12 14 00 25 s 75 0 125 150 175
c,,./ (umel L") C,, ./ (umol L")

Figure 4. Peak currents (i) vs. C,,, of titrations of T. gracilis suspensions (1 mg mL") in seawater (pH 8.2) with Cd(II) (a, ) and Zn(ID) (b, d) in separate
solutions (a, b) and binary mixtures (c, d).





OPS/images/a06img16.png





OPS/images/a03img87.png
2

1%

sLovL

® ¢ 8 8

Figure S80. FTIR spectrum of N-butylpicolinamide (13).
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Figure S85. 'H NMR spectrum (400 MHz, CDCL,) of N-(furan-2-ylmethyl)picolinamide (14) expanded.
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Figure S86. 'H NMR spectrum (400 MHz, CDCL,) of N-(furan-2-ylmethyDpicolinamide (14) expanded.
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Figure S83. 'H NMR spectrum (400 MHz, CDCL) of N-(furan-2-ylmethyl)picolinamide (14).
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Figure S84. 'H NMR spectrum (400 MHz, CDCL) of N-(furan-2-ylmethyl)picolinamide (14) expanded.
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oure S87. "C NMR spectrum (100 MHz, CDCL,) of N-(furan-2-ylmethyl)picolinamide (14).
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Figure S88. “C NMR spectrum (100 MHz, CDCL) of N-(furan-2-ylmethyl)picolinamide (14) expanded.
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Figure S60. "C NMR spectrum (100 MHz, CDCL,) of N-(2-chlorobenzyl)picolinamide (10).
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Figure S63. FTIR spectrum of N-(3-ethoxypropylpicolinamide (11).
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Figure S64. "H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropyl)picolinamide (11).
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Figure S61. °C NMR spectrum (100 MHz, CDCL.) of N-(2-chlorobenzyl)picolinamide (10) expanded.
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Figure S67. "C NMR spectrum (100 MHz, CDCL,) of N-(3-ethoxypropyl)picolinamide (11).
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Figure S68. “C NMR spectrum (100 MHz, CDCL) of N-(3-ethoxypropyl)picolinamide (11).
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Figure S65. 'H NMR spectrum (400 MHz, CDCL.) of N-(3-ethoxypropyl)picolinamide (11) expanded.
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Figure $66. "H NMR spectrum (400 MHz, CDCI,) of N-(3-ethoxypropyl)picolinamide (11) expanded.





OPS/images/a03img76.png
00wl v ol it ksl
165 160 155 150 145 140 135 130 125  ppm

Figure $69. °C NMR spectrum (100 MHz, CDCL.) of N-(3-ethoxypropyl)picolinamide (11) expanded.
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Figure S70. MS spectrum (EL 70 eV) of N-(3-ethoxypropylpicolinamide (11).
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Figure S71. Elemental analysis data of N-(3-ethoxypropyDpicolinamide (11).
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Figure S74. 'H NMR spectrum (400 MHz, CDCL,) of N-cyclohexylpicolinamide (12) expanded.
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Figure S75. 'H NMR spectrum (400 MHz, CDCL) of N~cyclohexylpicolinamide (12) expanded.
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Figure S72. FTIR spectrum of N-cyclohexylpicolinamide (12).
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Figure S73. 'H NMR spectrum (400 MHz, CDCL.) of N<cyclohexylpicolinamide (12).
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Figure S78. “C NMR spectrum (100 MHz, CDCL) of N<yclohexylpicolinamide (12) expanded.
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Figure S79. “C NMR (100 MHz, CDCL.) of N-cyclohexylpicolinamide (12) expanded.
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Figure S76. 'H NMR spectrum (400 MHz, CDCL) of N<yclohexylpicolinamide (12) expanded.
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lable 3. Experimental mits of detection (LOD) compared wi

lterature data. The smallest value for each analyte 1s underlined

Developed method Jiang er al* Zheng et al.” Lichich eral®  Szymanskaeral®  Helboc etal ®
Nucleoside

LOD/ (umol L)
ImA 076 NA. NA. NA. NA.
c 167 40 31 05 41
SmU NA. 35 NA. 098 NA.
G 077 56 26 055 35
A 109 64 20 078 37
U 106 50 35 017 41
I 056 31 25 061 37
X 21 078 10 92 041 NA.
N.A.- not analyzed.
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Figure S14. IR (ATR) spectrum of 1-(azidomethyl)-4-fluorobenzene (3b).
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‘Table S2. All the descriptors pre-sclected by RLM model using MOBYDIGS 1.0. The descriptors high

hted in gray were used in final 2D QSAR model

Descriptor Meaning
Me ‘mean atomic Sanderson electronegativity (scaled on Carbon atom)

Ms ‘mean electrotopological state

DB ‘number of double bonds

i Balaban distance connectivity index

MAXDN ‘maximal electrotopological negative variation

PW3 path/walk 3 - Randic shape index

TED sum of topological distances between E.F

X2v valence connectivity index chi-2

Xsv valence connectivity index chi-5

X2Av average valence connectivity index chi-2

ic3 information content index (neighborhood symmetry of 3-order)

sic2 structural information content (neighborhood symmetry of 2-order)

ATSSe Broto-Moreau autocorrelation of a topological structure - lag 5 / weighted by Sanderson electronegativities
ATS6p Broto-Moreau autocorrelation of a topological structure - lag 6 / weighted by atomic polarizabi
MATS7m Moran autocorrelation - lag 7/ weighted by atomic masses

MATSSm Moran autocorrelation - lag 8 / weighted by atomic masses

MATS2e Moran autocorrelation - lag 2/ weighted by atomic Sanderson clectronegativities
GATSIm Geary autocorrelation - lag 1 / weighted by atomic masses.

GATSSm Geary autocorrelation - lag 8 / weighted by atomic masses.

GATSIe Geary autocorrelation - lag 1 / weighted by atomic Sanderson electronegativities

GATSSe Geary autocorrelation - lag 5 / weighted by atomic Sanderson electronegativities

GATS4p Geary autocorrelation - lag 4/ weighted by atomic polarizabilities

GATS6p Geary autocorrelation - lag 6 / weighted by atomic polarizabilities

GATS3v Geary autocorrelation - lag 6 / weighted by

ESpm03u spectral moment 03 from edge adj. Matrix

BELeS lowest cigenvalue n. 8 of burden matrix / weighted by atomic sanderson electronegativities
Gall topological charge index of order |

SEigZ cigenvalue sum from Z weighted distance matrix (Barysz mairix)

nAIX number of halogen linked to aromatic ring

C003 atom-centred fragments - CHR3*

C040 atom-centred fragments - R-C(=X) ~X / R-C#X / X=C=X"*

H052 atom-centred fragments - H attached to C%(sp3) with 1X attached to next C*

N-072 atom-centred fragments - RCO-N< / >N-X=X

nCONN number of urea (~thio) derivatives

nN=C-N< number of number of amidine derivatives

nCXr number of halogens on ring C(sp3)

“R stands for any group linked through carbon; "X stands for any clectronegative atom (O, N, S, P Se, halogens); % stands for triple bond; ‘the superscript
‘number represents the formal oxidation number of the atoms (example, C0).
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Figure S13. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 4-fluorobenzyl methanesulfonate (2b).
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lable 6. Inter and intra-run precision of the method expressed as relative standard deviation (RSD) values

Intra-run precision / % Inter-run precision / %
Nucleoside (Concentration / (umol L)) (Concentration / (umol L))

Minimum Medium Maximum Minimum Medium Maximum

ImA 16 (2.0 10(6.0) 10(10.0) 16 (20) 2(60) 13(10.0)
c 10 (40.0) 12/(80.0) 2(1200) 22/(40.0) 1(800) 5(1200)
SmU 4(8.0) 6(12.0) 2(16.0) 14(8.0) 30120 8(16.0)
6(8.0) 8(12.0) 3(160) 16 (8.0) 6(12.0) 5(16.0)
13(5.0) 9(9.0) 5(13.0) 7(5.0) 7(9.00 5(13.0)
17(11.0) 7(145) 12(19.0) 9(11.0) 6(145) 12(19.0)
18(1.0) 15(11.0) 15(15.0) 10(7.0) 5(11.0) 12(15.0)
1(7.0) 13 (11.0) 7(15.0) 16 (7.0) 16(11.0) 10(15.0)

- a > Q

lal
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Figure $16. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-4-fluorobenzene (3b).
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Table 2. ANOVA (F-test) and concentration of chemicals (mg L")

Somple TMOm M M m oM M M oDi Mz M R R M FS B2 RO B BS B4 BG B B ES B ES E B M
Clsifcaion T 1 1 1 11 1 1 1 111 1 12 2 2 2 2 2 2 2 2 2 2 2 2
Hedonie Tndex. 5353 57 5 sB 48 51 52 sS4 59 s4 S8 53 S 56 64 &1 &4 65 62 61 & 66 66 & 6 62 6
. % A3 A7 419 4 413 3 BT 41 BT W6 414 BT W6 43 4 25 W2 B4 406 W4 W2 03 05 08 WS 420 B2 W2
Methanol/ mg L) 35785 M6 21 M5 156 66 172 217 509 100 10 3 w4 TR BRI 176 23 N5 A6 105 42 7 M2 94 €15 85 n6
Propanol /(g L) W6 NS e 2 IS MO NS B 2 16 10 49 26 T 1@ 26 ISI M6 U6 20 1S B0 954 195 16 w54 195
Isobwam / (mgL Boom o e A 2% M B 20 s 19 I3 % 193 B0 2 16 3 B ML 10 29 21 2 N6 W 81
lowmyldcohd/ gLy 2% 42 BN 7O 70 W 6 TS 9N S 40 S5 40 s 2 42 10 60 120 150 70 sS4 ST 4 190 Sle 1000 69 512
Butanol/(mg L) %103 <10D 426 4% 460 412 458 <LOD <lOD<1OD 73 <LOD 427 44} 405 <lOD SI4 470 <LOD 90 37 419 423 <D <LOD <LOD 132 43
2 Buanol  (meL') 25 <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD 752 29 <LOD <LOD <LOD <LOD <LOD <LOD 116 115 6§ <LOD <LOD <LOD 795 <LOD <LOD <LOD <LOD <LOD
Hexanol/ g L) 2500 93 06 A1 S5 <lOD 93 47 41 R4 69 65 23 &0 9% S 33 37 79 20 07 73 27 32 52 181 <l0D i

Acculdeyde/(mgL') 16 B0 12 985 100 I3 17 d0l 452 85 100 163 1@ 180 143 M7 2 1S 26 B 49 22 15 I 3N 168 25 A2 180
Bevaldehyde/@gL’) 19 189 ST 85T 1T 19 23 21 21 39 AT A% L9 626 L7 39 86l 826 765 SM 271 502 A1 S A8 502 5SS 675
Buydddhyde/(mg L) 25 <LOD Q456 074 06 <LOD <LOD<LOD 2 475 025 03 027 13 <LOD 042 026 04 037 13 <lOD 035 <LOD L0 055 Q6 11 041 <LoD
Fomaldehyde ((mgL) 19 204 L6 121 1B 346 29 35 13 15 33 34 225 204 67 2M 12 93 IST 78 10 431 S A9 167 47 6% M 162
Hewnadehyde/(ngL) 21 <LOD <LOD <LOD <LOD 077 <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD 019 013 016 024 081 02 03 <LOD 016 00 0% 01l 03 055 013
SHME/ (mg L) 23 0% 15 028 0m 010 09 16 05 03 102 45 340 404 O LOI 080 284 151 355 748 194 21 4 27 L4 0R 243 24
Puopromidye/(mgls) 25 007 0045 <LOD 006 01 <LOD <LOD <LOD <LOD <LOD 015 009 02 016 135 06 072 037 009 055 011 092 <LOD <LOD <LOD <LOD 065 039

Acrolein/ (mg L) 23 0218 <LOD 0J§7 02% <LOD <LOD 049 <LOD <LOD 033 025 022 <LOD <LOD <LOD 021 03 Q3 016 036 028 <LOD <LOD <LOD <LOD <LOD 034 <LOD
Acetone / (mg L) 19 <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD 650 <LOD 640 <LOD 640 <LOD <LOD <LOD 690 <LOD <LOD <LOD 670
Bylacemte/(mgLY) 20 189 16§08 684 955 .4 513 509 990 36 64 46l 29 A7 W0 4® 248 160 130 M5 SIS 486 0 87 25 M5 23 48

Eiyltuyrae/ g L) 25 <LOD <LOD 044 <LOD <LOD 055 061 <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD Q61 0429 13 0% 105 <LOD 106 <LOD 32 <LOD <LOD <LOD 06
Ehylleanoae ((mgl) 20 064 056 062 0% <LOD 129 076 <LOD <LOD 061 055 074 087 06 075 08 07 12 123 20 077 095 08 16 <lOD 0% 129 09
Eiglbewe/mel) 25 R 9 116 22 412 <LOD 644 24 %4 10 644 @4 A2 3T T2 ME 26 W0 3 197 162 493 199 18 RS 10 37 %65
Dimeiptide/mgl) 24 06 45 023 19 16 Q4 14 LGOI 001 001 003 Q10 05 002 Q03 007 004 004 005 007 004 O 002 Q05 0%1 004 005
Ehylctamie/Gel) 25 70 40 <lOD <LOD WD <LOD <LOD <LOD 26 567 775 46 <LOD 475 1% 02 874 <LOD <LOD 781 556 457 491 121 845 <LOD 13§

Copper/ (me L) %43 04 04 04 15 04 68 02 12 64 013 043 35 17 35 &5 L 46 20 03 17 3 32 17 17 15 23 12
Tron (mg L) 26 <LOD <LOD <LOD <LOD <LOD <LOD 22 <LOD <LOD 34 <LOD <LOD <LOD <LOD <LOD 20 01 05 <LOD 03 <LOD 05 <LOD 03 0 <lOD 03 36
Lead/ (mg L) 2% 004 002 <LOD 0G5 003 002 006 <LOD 024 007 001 003 <LOD 001 006 006 002 001 001 009 <LOD 002 002 <LOD <LOD <LOD 019 002
Acetic acid / (mg 1) 23 a% 100 67 129 M6 211 869 444 405 125 121 25 614 6l 418 307 TI5 417 0 2@ B4 SM 159 159 250 30 TR
Laic ackd/ (mg L) 2 M3 sm 032 96 1S AW M 24 204 02 135 B 1S9 24 645 WT 251 M9 417 29 106 M1 85 91 B S8 48 2
Glicolicacid / (mg L") 23 <LOD <LOD <LOD <LOD 0.13 <LOD 016 <LOD <LOD 00 <LOD <LOD <LOD 06 015 116 073 671 03 076 02 03 03 073 06 05 <LOD<LOD
Pinvicadd/(mgl?) 25 <LOD <LOD <LOD <LOD 04 <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD 0.2 <LOD <LOD <LOD 391 0% <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD <LOD

Suceinicacid/(mg L) 23 003 <LOD <LOD <LOD 003 <LOD 005 002 <LOD 002 <LOD <LOD 06 003 <LOD 021 036 018 005 026 005 06 012 <LOD <LOD <LOD 014 022
Citamalic acid/ (mg 1) 20 005 <LOD <LOD 005 <LOD <LOD 004 0.1 <LOD 004 <LOD <LOD <LOD 005 006 01 <LOD 020 03 032 006 0§ <LOD 033 012 008 <LOD 003

Capric acid (mg L) 21 011 <LOD <LOD <LOD 069 091 <LOD 013 <LOD 09 05 017 <LOD 116 02 106 <LOD 434 131 132 147 105 L& 02 018 013 031 131
Lauric acid / (mg L) 13006 015 005 0@ 048 023 032 0B 006 02 014 Ol 02 04 022 094 088 244 0®m 12 05T 067 109 294 087 1ol 093 038
Midsicadd/(mg L) 19 037 Q11 006 009 01l Q01 021 0% 005 QI3 <LOD 002 07 04 007 145 08 333 06 134 068 03 04l 516 Q71 23 051 049

Pulmiticacid /(mgL) 18 021 073 05 0S8 017 003 031 006 011 023 01 0l 02 05 048 138 03 14 042 074 044 074 05 12 03 03 052 048
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3. Analytical curves and linear regression coethicients (K) obtained by internal standard method

Nucleoside Sensibility / (mAU pmol L") Intercept R Linear range / (umol L)
ImA 007080 005255 09984 210

c 004631 07880 09054 40-120

SmU 005662 02208 09971 816

G 007081 03141 09963 816

A 01200 —0.1238 09959 513

u 000131 02580 09989 11-19

1 01046 005544 09962 715

X 02232 04810 09980 715

Analytical curves follow the equation: y = ax + b, where a is the curve slope (sens

by the internal standard peak area. and x is the analyte concentration.

ility), b is the curve intercept with y axis, y s the peak area divided
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Figure S15. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyl)-4-fluorobenzene (3b).
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“Table 1. ANOVA (F-test) and hedonic and descriptive sensory data
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Figure S41. FTIR spectrum of N-benzylbenzamide (7).
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Figure S10. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3-(1"-benzyl-1°.2" 3"-triazol-4’-yl)propan-1-ol (4a).
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Figure S1. Frequency histogram of compounds of the training and test
sets in relation to range of potency (pMIC).
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Figure $42. "H NMR spectrum (100 MHz, CDCL,) of N-benzylbenzamide (7).
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Figure 4. Coefficient of vector regression for descriptors of final

2D QSAR model based on topological descriptors.
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Figure 3. Electropherogram obtained under optimized analysis
conditions, as follows: BGE composed by 20 mmol L borate at pH 9.20,
260 mmol L'* SDS and 17% methanol; 25 kV; 20 °C; Ly: 60 cm, L 52 em,
50 um: 0.500 mmol L solution of nucleoside standards.
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Figure S12. 'H NMR spectrum (200 MHz, CDCL) of 4-fluorobenzyl methanesulfonate (2b).
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Figure S3. Profile of activity coefficients vs. BEHe3 for compounds of
the training and test sets.
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oure $40. Elemental analysis data of N-butyl-2-(4-chlorophenyl)acetamide (6).





OPS/images/a04img04.png
0.025. = 0.009. o

_ wc . c
T ° o7 aT
£ .
€ ° o 2 = e o 20
oA A oA
S oo 24 3 QA
§ S 0003,
< oon . [ o . . . .
£ ] * )
2 oms 3 a a R R
£ H
g 0000 . S 008
£ o o < o
£ s . 2 "
g 3 a0
g 8 N . . s
£ 00 . 2 .
g . £ oo B N N
<ot . 3 N
<o <012
60 65 70 75 80 85 90 95 100 105 20 30 4 s 60 70 80 %0 100
oH BGE concontration/ (mml ')
© ©
0000 .o ..
- .1° 8L, oom . B|oT
faprs & e FRN
H a|24 € [ - A R
< . Blas = Cum N . . f|as
> ami] m N 2 . . o H A o
§ ° s |3 § ° s S . A Aam
2 S oof 6 ] 3 e
3 ooey & a o| *1 z a “ R
H N a < 3 R < A a
3 N
2ol @ ] . £ o N
5 & a 4 s « o+
2 2o . * £ 0o % * * *
5 g * <
: g : B oo I
2 * Soonl o
& w0 .+ 2
PR EEEEERE) R A S R —
SDS concentration / (mmol ™) Methanol concentration / %
©
T .
~ o B 55
A o 20
g am] ¢ < B -
2 o] LT 1
g o = < 50
£ A o M - < 1mA
2 s : S|t
s r
g ° A |xu
S o] 4 2 *
S am] < LN *oex
5 * 4 4
3 ome T *
E oo * .
H . .
= w010 *
.
L)

Methanol concentration / %

Figure 2. Optimization of CE parameters for the separation of the nucleoside standards, as follows: (a) electrophoretic mobility as a function of BGE
pH and composition. Analysis conditions: 20 mmol L " phosphate buffer at pH 6.20 and 7.00; and 20 mmol L* borate buffer at pH 8.20, 9.20 and 10.20;
total capillary length (L,): 62 em, effective capillary length (L,): 56 cm and inner capillary diameter (i.d.): 50 pum; 27 °C; 17 kV: 0.5 mmol L solutions
of the nucleoside standards T, C, A, 24A and G (b) electrophoretic mobility as a function of BGE concentration. Analysis conditions were the same as in
(a). except for Ly: 60 em, Ly: 52 cm and BGE borate at pH 9.20; (¢) electrophoretic mobility as a function of SDS concentration. Analysis conditions were
the same as in (b) except for 20 mmol L' BGE borate at pH 9.20, 20 °C and 0.5 mmol L solutions of the nucleoside standards T. C, A, 2dA, G, ImA,
SmU., U plus the internal standard 8BIG: (d) clectrophoretic mobility as a function of methanol conceniration. Analysis conditions were the same as in (c)
except for 20 mmol L* BGE borate, 300 mmol L* SDS at pH 9.20; and (¢) electrophoretic mobility as a function of methanol concentration. Analysis
conditions were the same as in (d) except for 20 mmol L' BGE borate, 260 mmol L SDS at pH 9.00.
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Figure S11. IR (ATR) spectrum of 4-fluorobenzyl methanesulfonate (2b).
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Figure S2. Coefficients of discriminant power (black bar) and total
modeling power (10 x) (gray bar) to the descriptors present in the final
'SIMCA model.
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Figure S45. 'H NMR spectrum (400 MHz, CDCL.) of N-benzylpicolinamide (8) expanded.
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re $46. °C NMR spectrum (100 MHz, CDCL) of N-benzylpicolinamide (8).
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Figure S43. FTIR spectrum of N-benzylpicolinamide (8).
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Figure S44. 'H NMR spectrum (400 MHz, CDCL) of N-benzylpicolinamide (8).
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re $49. Elemental analysis data of N-benzylpicolinamide (8).
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Figure S136. FTIR of N-benzylpropionamide (25).
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Figure 3. Plot of experimental and predicted pMIC values according to
the classical 2D QSAR model.
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Figure S135. FTIR spectrum of N-benzyl-3-methylbutanamide (24).
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Figure S6. °C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 1-(azidomethyDbenzene (3a).
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Table 7. Descriptors contained in the final 2D QSAR model

Variable Description
Me ‘mean atomic Sanderson electronegativity (scaled on carbon atom)

Ms ‘mean electrotopological state:

nDB number of double bonds

MAXDN ‘maximal electrotopological negative variation

PW3 path/walk 3 - Randic shape index

T(EF) sum of topological distances between F.F

Xav valence connectivity index chi-2

X5v valence connectivity index chi-5

X24v average valence connectivity index chi-2

1c3 information content index (neighborhood symmetry of 3-order)

ATS6p broto-Moreau autocorrelation of a topological structure - lag 6 / weighted by atomic polarizal
MATSTm Moran autocorrelation - lag 7 / weighted by atomic masses

MATSSm Moran autocorrelation - lag 8 / weighted by atomic masses

MATS2e Moran autocorrelation - lag 2 / weighted by atomic Sanderson electronegativities

GATSIm Geary autocorrelation - lag 1 / weighted by atomic masses

GATSle Geary autocorrelation - lag 1/ weighted by atomic Sanderson electronegativities

GATS4p Geary autocorrelation - lag 4 / weighted by atomic polarizabili

ESpm03u spectral moment 03 from edge adj. Matrix

BELeS lowest cigenvalue No. § of burden mairix / weighted by atomic sanderson electronegativities
Gan Topological charge index of order |

SEigZ cigenvalue sum from Z weighted distance matrix (Barysz matrix)

nArX number of halogen linked to aromatic ring

C-003 atom-centred fragments - CHR3*

C-040 atom-centred fragments - R-C(=X) -X / R-C#X / X=C:

“R stands for any groups linked to the central carbon atom; *=: stands for double bond; # stands for the triple bond: X stands for heteroatom (ie., O, N, S).
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Figure S47. "C NMR spectrum (100 MHz, CDCL,) of N-benzylpicolinamide (8) expanded.
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lable 2. Levels of nucleosides normally found in blood serum of cancer patients, according to the literature data. The minor amount of data justihies further
studies on nucleosides in blood serum samples

Reference Djukovic et al* Mitchell et al.” Mitchell et al.®
Technique HPLC-UV HPLC-UV HPLC-UV
Cancer base pathology Esophagus adenocarcinoma Leukemia Lung carcinoma
Nucleoside Concentration / (umol L)

c 158054 - -

A - - -

U 7302165 - -

SmU - - -

G 3652153 - -

X - 009 008

I 17.95 1829 - -
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Figure $9. 'H NMR spectrum (200 MHz, CDCL,) of 3-(1’-benzyl-1,2" 3"-triazol-4'-yl)propan-1-ol (4a).
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Figure S48. “C NMR spectrum (100 MHz, CDCL) of N-benzylpicolinamide (8) expanded.
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Table 1. Levels of nucleosides normally found 1n blood serum of healthy subjects, according to the literature data. The published values are different
according to the method. technique and author

Reference Gehrke ef al.” Xuetal” Dijukovic er al® Mitchel et al.®
Technique HPLC-UV HPLC-UV HPLC-tqMS HPLC-UV
Nucleoside Concentration / (pmol L")

c - 0,068 0.10 0872037 -

A . . . .

U 440134 498144 1280 +5.18 -
SmU - 0200098 - -

G 0.00-0.114 0.077 +0.046 3522168 -

X 0.016-0.167 0.160.13 - 0.08

1 0013235 036022 9.99£8.57 -

HPLC-UV and HPLC-tgM!

‘high-performance liquid chromatography with UV detection and with triple quadrupole mass spectrometry, respectively.
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Figure S8. IR (ATR) spectrum of 3-(1'-benzyl-1",2’ 3"-triazol-4"-yl)propan-1-ol (4a).
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Table 8. Experimental and predicted pMIC values of the test set
compounds for 2D QSAR based on topological descriptors models

Name Experimental Descriptor-based QSAR
pMIC Predicted pMIC Residue
Climbazole 517 481 035
Cyproconazole 547 587 040
Diclobutrazole. 461 525 063
Econazole 498 562 064
Fluconazole 398 405 007
Fluotrimazole 37 391 014
Ketoconazole 633 611 —021
Myclobutanil 426 429 004

Prothioconazole 403 4.66 0.63
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igure 2. Structure and anti-inflammatory activity of 1-N-B-D-glucopyranosyl-1H-1.2,3-triazole benzoheterocycles 3d-g.
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Figure S25. 'H NMR spectrum (200 MHz, CDCL) of 1-(azidomethyl)-4-chlorobenzene (3¢).
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.oure 1. Solvent effect observed on the conformational equilibrium of 3b and 3






OPS/images/a10img33.png
1032,
100,

.

50,

0.

.

w1 g

2.

]
1.

119

wao 6 200 200 2000 20

Figure $24. IR (ATR) spectrum of 1-(azidomethyl)-4-chlorobenzene (3c).
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Figure S1. '"H NMR (400 MHz) spectrum of 3b in CDCL..
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Figure S27. HRMS spectrum of 3-[1’-(4”~chlorobenzyl)-1°,2’,3"-triazol-4"-yl]propan-1-ol (4c).
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Iable 4. Acute anti-inflammatory activity for the benzoheterocychic
glucosyl 1.2.3-triazoles 3d-g

Dose/  Mean=standard  Edema

Compound (mgkg") deviation /g inhibition / %
Control - 01512 -
(saline 0.9%)

ASA 250 0.0347: 20001 770
Tbuprofen 250 0.0347°£0.007 770
cMe - 0.1412°£0.040 67

3d 250 0.0767+0.001 492

3 250 0.06670.001 558

3 250 0.0633 £ 0,002 580

3 250 0.0533 0002 647

Significant differences: *p < 0.001: p < 0.05.
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Figure $26. °C NMR and DEPT- 135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-4-chlorobenzene (3c).
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Figure S52. "H NMR spectrum (400 MHz, CDCL) of N-(2-methoxybenzyl)picolinamide (9) expanded.
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lable 2. Synthesis of propargyl V- and 5-benzoheterocycles (2c-g)

Method A - Ulirasound Method B - Silent condition Melting point/ °C
Product time / min Yield/ % time / min Yield:/ % (o efesrces)
2 10 55 1440 24 1) 55 14143 (149)
2 20 76 1200 20 ) 79 (38-40)"
2 60 7 1380 23 ) 83 404246
2 60 45 1440 24 1) 7 128-131 (1537*
2 60 60 1320 221) st 4748 (517

JIsolated yield after column chromatography. *In this case, the reaction was performed without addition of K,CO..
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igure S21. IR (ATR) spectrum of 4-chlorobenzyl methanesulfonate (26).
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Figure S53. "H NMR spectrum (400 MHz, CDCL) of N-(2-methoxybenzyl) picolinamide (9) expanded.
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Figure $20. "C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 3-{I'-(4”-fluorobenzyl)-1",2’ 3'-triazol-4"-ylJpropan-1-ol (4b).
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Figure S50. FTIR spectrum of N-(2-methoxybenzyl)picolinamide (9).
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Table 3. Ultrasound-assisted synthesis of V-glucosyl-1,2,3-tnazoles (3a-g)

Reaction Melting point / °C . Yield"/ %
entry Product time / min (from Reference) i (from Reference)
1 20 189-103 (195-198)° 10 i

2 30 153155 338 9%

3 20 204205 (203204 —20 6

G o

s 30 182-184 s 88 (78

5 25 152-153 -177 6

6 20 156-158 208 95

acoy
o
A
7 ‘;\wﬁf 20 161-162 257 88

)

0.01 g mL" in CH,CL. *After chromatography column. “Two isomers: 1.4 and 1.5.%
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Figure $23. "C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 4-chlorobenzyl methanesulfonate (2¢).
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Figure S31. 'H NMR spectrum (400 MHz, CDCL) of N-2-methoxybenzyl)picolinamide (9).
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Scheme 2. Synthesis of N-glucosyl-1.2.3-triazoles under ultrasound activation.
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Figure S22. 'H NMR spectrum (200 MHz, CDCL) of 4-chlorobenzyl methanesulfonate (2c).
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Figure S36. FTIR spectrum of N-(2-chlorobenzyl)picolinamide (10).
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Figure S57. "H NMR spectrum (400 MHz, CDCL,) of N-(2-chlorobenzyl)picolinamide (10).
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. "C NMR spectrum (100 MHz, CDCL,) of N-(2-methoxybenzyl)picolinamide (9).
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Figure S35. "C NMR spectrum (100 MHz, CDCL) of N-(2-methoxybenzylpicolinamide (9) expanded.
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lable 7. Accuracy of the method expressed as recovery values

Recovery / %
Nucleoside (Concentration / (umol L))
Minimum Medium Maximum
ImA 17(1.0) 90(5.0) 102(10.0)
c 98(4.0) 93 (62.0) 95(1200)
SmU 92020 93(0.0) 89(16.0)
G 99.(1.0) 104(8.5) 95(16.0)
A 8720) 11@3) 107(13.0)
U 95(5.0) 104(12.0) 113(19.0)
I 9135) 100 9.3) 97(15.0)
X 105 (7.0) 91 (11.0) 92(15.0)
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Figure S18. IR (ATR) spectrum of 3-[1’-(4"-fluorobenzy)-1"
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Figure 2. PCA of the chemical data, (a) score plot (2) HI < 6 and
(®) HI > 6, and (b) loading plot.
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Figure 4. Electropherograms of the analyzed sample with analytes
concentration referent to the middle point of the analytical curves: (a)
ImA. C, SmU, G and 8BG (internal standard); and (b) A, U, I, X and
8BrG. The conditions of analysis are the same presented in Figure 3,
except for nucleosides concentration.
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Figure S17. HRMS spectrum of 3-[1'-(4” -fluorobenzyl)-1°2" 3'-triazol-4"-yl]propan-1-ol (4b).
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Figure 1. PCA of the sensory descriptors data, (a) score plot
() HI <6 and (@) HI > 6, and (b) loading plot.
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Figure S38. 'H NMR (400 MHz, CDCL,) of N-(2-chlorobenzyl)picolinamide (10) expanded.
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Table 1. Synthesis of 2.3.4.6-tetra-O-acetyl-B-D-glucopyranosyl azide (1)

Method A - Ultrasound Method B - Silent condition
Sep time / min Yield/ % time / min Yield*/ %
Acetylation 20 95¢ 60 82
Bromination 50 70+ 240 3
Azidation 40 020 360 91
Total (three steps) 110 61 660 a7

*Yields of crude material

no secondary spots were observed by TLC. *Isolated yield after column chromatography.
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Figure $59. 'H NMR spectrum (400 MHz, CDCL) of N-(2-chlorobenzyl)picolinamide (10) expanded.
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Scheme 1. Strategy to obtain 1.2.3-triazolyl sugars in four-steps from D-glucose and benzoheterocycles using ultrasound irradiation
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Figure $19. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'-(4"-fluorobenzyl)-1'.2",3"-triazol-4"-yl]propan-1-ol (4b).
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Figure S30. "C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3-[1'-(4”-chlorobenzyl)-1",2’ 3'-triazol-4"-yl Jpropan-1-ol (4c).
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Figure S10. NOESY (400 MHz) spectrum of 3¢ in CDCI.
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Figure $36. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-4-bromobenzene (3d).
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Figure S9. H.H-COSY (400 MHz) spectrum of 3¢ in CDCL..
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Figure $35. 'H NMR spectrum (200 MHz, CDCL) of 1-(azidomethyl)-4-bromobenzene (3d).
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Figure S12. NOE DIFF (400 MHz) spectrum of 3b in DMSO (H.. irradiated).
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Figure S38. IR (ATR) spectrum of 3-[1'-(4”-bromobenzyl)-1.2" 3"-triazol-4-yl]propan-1-ol (4d).






OPS/images/a05img19.png
Figure S11. NOE DIFF (400 MHz) spectrum of 3b in CDCI, (H.. irradiated).

L





OPS/images/a10img46.png
e

sisgas

108

555 ra

[——— —

FC I T T T T T R =T

Figure S37. HRMS spectrum of 3-[1"-(4”-bromobenzyl)-1°.2" 3"triazol-4"-yl]propan-1-ol (4d).
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Figure S6. "C NMR (100 MHz) spectrum of 3f in CDCL..
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Figure $32. 'H NMR spectrum (200 MHz, CDCL,) of 4-bromobenzyl methanesulfonate (2d).
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Figure S20. “C NMR spectrum (100 MHz, CDCL) of N-butyl-2-phenylacetamide (3).





OPS/images/a05img13.png
ZEs

{

(1000

500

b
a b3

pEm Q1)

Figure S5. 'H NMR (400 MHz) spectrum of 3f in CDCI..
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Figure S31. IR (ATR) spectrum of 4-bromobenzyl methanesulfonate (2d).
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Figure S8. "C NMR (100 MHz) spectrum of 3g in CDCI..





OPS/images/a10img43.png
1000,

9. 0 )

N
9%,

8.
0
7

.

a1 o 6 2

ss

50

.
&

« |
1o
5

0,

= »

20
0000 600 0 0 200 0 150 150 1 ) 100 w0 600

Figure S34. IR (ATR) spectrum of 1-(azidomethyl)-4-bromobenzene (3d).





OPS/images/a05img15.png
1y T oy
T T T T |

epm (1)

Figure S7. 'H NMR (400 MHz) spectrum of 3g in CDCI
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igure $33. °C NMR and DEPT- 135 spectrum (50 MHz, CDCL,) of 4-bromobenzyl methanesulfonate (2d).
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Figure $23. "H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropyl)-2-phenylacetamide (4).
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Figure S24. '"H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropyl)-2-phenylacetamide (4) expanded.
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re S21. °C NMR spectrum (100 MHz, CDCL,) of N-butyl-2-phenylacetamide (3) expanded.
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gure $27. "C NMR spectrum (100 MHz, CDCL) of N-(3-ethoxypropyl)-2-phenylacetamide (4) expanded.
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Figure S3. "H NMR (400 MHz) spectrum of 3¢ in CDCI..
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Figure $29. 'H NMR spectrum (200 MHz, CDCL,) of 3-[1’~(4” ~chlorobenzyl)-1°.2’ 3'-triazol-4 -yl ]propan-1-ol (4c).
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Figure $28. MS spectrum (EL 70 eV) of N-(3-ethoxypropyl)-2-phenylacetamide (4).
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Figure S2. "C NMR (100 MHz) spectrum of 3b in CDCI..
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Figure S28. IR (ATR) spectrum of 3-[1'-(4” ~chlorobenzyl)-1".2" 3"-triazol-4'-yl]propan-1-ol (dc).
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re $26. °C NMR spectrum (100 MHz, CDCL) of N-(3-ethoxypropyl)-2-phenylacetamide (4).





OPS/images/a05img12.png
G

s

L/

250

200

150

100

oo

T T T T T T T T T
200 175 150 125 100 s 50 25 0
pom )

re S4. “C NMR (100 MHz) spectrum of 3¢ in CDCI..
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re $29. Elemental analysis data of N-(3-ethoxypropyl)-2-phenylacetamide (4).
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Figure S30. FTIR spectrum of N-benzyl-2-(4-chlorophenylacetamide (3).
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Figure S17. IR spectrum of 3f.
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Figure S31. "H NMR spectrum (400 MHz, CDCL.) of N-benzyl-2-(4-chlorophenyl)acetamide (5).
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Figure S16. IR spectrum of 3e.
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Figure S18. IR spectrum of 3g.
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Figure S34. 'H NMR spectrum (400 MHz, CDCL) of N-butyl-2-(4-chlorophenyl)acetamide (6) expanded.
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Figure S35. 'H NMR spectrum (400 MHz, CDCL) of N-butyl-2-(4-chlorophenyl)acetamide (6) expanded.
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Figure S32. FTIR spectrum of N-butyl-





OPS/images/a03img40.png
m:.ﬂ/

90z°¢
EN,m\x
sE°E

952°¢
BES'E

60z°L
oez L\
nmwﬁy
E.rw
zee L
N.:.&
e
z8e°L

Figure $33. 'H NMR spectrum (400 MHz, CDCL.) of N-butyl-2-(4—chlorophenyl)acetamide (6).
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Figure S38. °C NMR spectrum (100 MHz, CDCL) of N-butyl-2-(4-chlorophenyl)acetamide (6) expanded.
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Figure S14. NOE DIFF (400 MHz) spectrum of 3¢ in DMSO (H.. irradiated).
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Figure S39. MS spectrum (EL 70 V) of N-butyl-2-(4-chlorophenyl)acetamide (6).
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Figure S13. NOE DIFF (400 MHz) spectrum of 3¢ in CDCL, (H.. irradiated) .
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Figure $39. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'(4-bromobenzyl)-1".2".3'"-triazol4’-yl]propan-1-ol (4d).
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Figure S36. 'H NMR spectrum (400 MHz, CDCL) of N-butyl-2-(4-chlorophenyl)acetamide.
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Figure2. Emission spectraof (1) MB, (2) 1+ DNA, (3)2+2.9 10 mol L
SER, (4) 2 +9.1x10~* mol L™ SER. Tris-HCl buffer, pH 7.4.
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Figure S91. IR (ATR) spectrum of 2.4 6-trichlorobenzyl methancsulfonate (2§).
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Figure $90. °C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 3-[1'-(5"-bromo-2"-chlorobenzyl)-1°,2".3'triazol-4"-yl]propan-1-ol (4i).
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re S101. °C NMR spectrum (100 MHz, CDCL) of N-benzylisonicotinamide (16).
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Figure $93. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 2.4.6-trichlorobenzyl methanesulfonate (2j).
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Figure S100. '"H NMR spectrum (400 MHz, CDCL,) of N-benzylisonicotinamide (16) expanded.
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Figure $92. 'H NMR spectrum (200 MHz, CDCL,) of 2.4.6-trichlorobenzyl methanesulfonate (2j).
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Figure $96. "C NMR spectrum (100 MHz, CDCL,) of N-benzylnicotinamide (15) expanded.
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Figure S88. IR (ATR) spectrum of 3-[1'-(5”-bromo-2"~chlorobenzyl)-12’ '-triazol4’-yl propan-1-ol (4i).
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Figure 1. Structures and atom numbering of polynitroimidazopyridines.
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Figure S95. "C NMR spectrum (100 MHz, CDCL,) of N-benzylnicotinamide (15).
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Table 3. Glucose concentration in samples containing chitosan given by
the two methods (enzymatic and HPLC-ELSD)

Sample HPLC method/  Enzymatic method /
(chitosan and glucose) (mgL") (mg L")
1 3341 3474
2 3419 3416

3 0.0 0.0
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Figure S87. HRMS spectrum of 3-[1I'(5"-bromo-2"~chlorobenzyl)-1".2",

riazol-4"-yl]propan-1-ol (4i).
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Scheme 1. Predicted synthetic route for polynitroimidazopyridines.
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Figure S98. FTIR spectrum of N-benzylisonicotinamide (16).
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Figure 1. Fluorescence against the concentration of DNA (a).
C\pea = 5.0 x 10 mol L', Fluorescence specira of DNA-Hoechst in
the presence of sertraline (b). Total concentration of sertraline: (1) 0,
(2) 0,13, (3) 028, (4) 048, (5) 0.90, (6) 1.28, (7) 1.78, (8) 240 and
(9) 3.4 10 mol L. The concentration ratio of DNA to Hoechst was
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re S97. Elemental analysis data of N-benzylnicotinamide (15).
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Scheme 1. Chemical structure of sertraline.
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Figure S89. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'(5”-bromo-2"-chlorobenzyl)-1",2" 3"-triazol-4"-yl Jpropan-1-ol (4i).
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Figure $92. FTIR spectrum of N-benzylnicotinamide (15).
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Table 4. Fractal dimensions of some topologies*

Topology Fractal dimension (d)
Rods or lincar chains 1

Random coil polymer in solution 2

Spheres with rough or fractal surface 25103

Spheres with smooth surface 3
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Figure S91. Elemental analysis data of N-(furan-2-ylmethyDpicolinamide (14).
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Figure $83. "C NMR and DEPT- 135 spectrum (50 MHz, CDCI,) of 5-bromo-2-chlorobenzyl methanesulfonate (2i).
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Figure $94. 'H NMR spectrum (400 MHz, CDCL,) of N-benzylnicotinamide (15) expanded.
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Figure 5. Global uncertainty for sucrose enzymatic method.
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Figure $86. °C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 1-(azidomethy)-5-bromo-2-chlorobenzene (3i).
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all dispersions

Sample Aqueous Dried
st 274 2,69 and 3.70°
52 280 2,96 and 3.76°
s3 283 2,67 and 373
s4 258 2,96 and 3.73¢
SPI 183 2.69 and 3.00:
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Figure $93. 'H NMR spectrum (400 MHz, CDCL.) of N-benzylnicotinamide (15).
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Figure 4. The relative contribution of the uncertainty sources on different

calibration levels in the sucrose enzymatic method.
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Figure S85. 'H NMR spectrum (200 MHz, CDCL) of 1-(azidomethyl)-5-bromo-2-chlorobenzene (3i).
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Figure 5. Double logarithmic plot of the angular dependence of the SAXS
intensity for the SPI suspension and at the interface of the oil drops in
the emulsion and microcapsules. The angular coefficients of the lincar
regions are indicated.
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Figure $99. 'H NMR spectrum (400 MHz, CDCL) of N-benzylisonicotinamide (16).
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re S110. Elemental analysis data of N-butylthiophene-2-carboxamid (19).
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Figure S1. Melting curves of DNA-MB in the absence (a) and presence
of (b) SER. Cygy = 5.0 x 10 mol L, Gy = 1.10 x 10~ mol L, Cyp =
104 10" mol L™, pH 7.4.
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Figure S102. IR (ATR) spectrum of (1’-benzyl-1",2" 3"-triazol-4'-yl)methanol (Sa).





OPS/images/a19img01.png
Table 1. Accredited methods for sample collection, clean up and analysis of dioxins

Source  Method number Method description
USA®  EPA 1613B: 1994 high-resolution gas chromatography/high-resolution mass spectrometry (HRGC/HRMS)
EPA 1668A: 2003 HRGC/HRMS
EPA 8200A: 2007 HRGC/HRMS
Europe'*  EN 1048-1: 2006 stationary source emissions; sampling of polychlorinated dibenzodioxins (PCDDS)
EN 1048-2: 2006 stationary source emissions; extraction and clean-up
EN 1048-3: 2006 stationary source emissions; identification and quantitation, sample collection and clean up.
Japan  IJSAJIS K 0311: 2005 method for determination of dioxins in stationary source emissions

JSAJIS K 0312: 2005

‘method for determination of dioxins in industrial water and waste water limits
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Figure S101. HRMS spectrum of (1"-benzyl-

triazol-4"-yDmethanol (Sa).
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Table 5. Bond dissociation energies (BDE) of the weakest bonds for polynitroimidazopyridines computed at the B3LYP/6-314G(d) level

Compound A B c D E ¥
Bond N§-NO, N§-NO, No-NO, N§-NO, No-NO, NO-NO,
BDE,, / (k) mol") 12522 13273 8627 90.19 7605 1622
Compound G H 1 [l K L
Bond N§-NO, N§-NO, N10-NO, N10-NO, N10-NO, N10-NO,
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Figure S112. '"H NMR spectrum (100 MHz, CDCL,) of N-(2-methoxybenzyl)thiophene-2-carboxamide (20).
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Figure S3. Van't Hoff plot for the binding of SER to DNA.
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Figure $104. °C NMR and DEPT-135 spectrum (50 MHz, CDCL) of (1"-benzyl-1" 2" 3'triazol-4"-yDmethanol (a).
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Figure 2. Gas chromatograms of different tials a-d.
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Figure S111. FTIR spectrum of N-(2-methoxybenzyl)thiophene-2-carboxamide (20).
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Figure $2. Effect of increasing amounts of sertraline on the viscosity of
DNA (5 x 10~ mol L™).
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Figure $103. 'H NMR spectrum (200 MHz, CDCL) of (1'-benzyl-1".2" 3"-triazol-4'-yhmethanol (Sa).
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Figure 1. Chemical structures of derivatives 01-04.
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Figure $100. “C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3-{1'(2” 4" 6”trichlorobenzyl)-1",2" 3"-triazol-4 -yl propan-1-ol (4j).
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‘Table 4. Correlation equations between V, p, D, P and the number of nitro groups (n) for the title compounds

AE GK
V=10823+ 16720+ 0.320° R?=0.9988 V=108.90 + 15.84n + 0.41n° R2=09991
p=149+0.151- 0012 R2=0.9928 p=148+0.16n 0012 R2=09940
D=409 + 1.86n - 0.167° R2=0.9979 D=3.99+1950-0.17m R2=09972
P=344+11.090 071 R?=0.9989 P=2383+11.68n 0780 R*=09992

V: molecular volume (cm® mol"); p: theoretical molecular density (g cm*); D: detonation velocity (km s"); P: detonation pressure (GPa); R* correlation

coefficient.
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oure $107. Elemental analysis data of N-benzylthiophene-2-carboxamide (18).
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Figure $99. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'<2" 4" 6" -trichlorobenzyl)-1°.2" 3"-triazol -4yl propan-1-ol (4j).
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Figure $106. 'H NMR spectrum (100 MHz, CDCL.) of N-benzylthiophene-2-carboxamide(18).
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Table 1. Stem-Volmer (K,) and binding (K) constants, stoichiometry (n) and thermodynamic characteristics of the interaction between SER and DNA

T/°C Ky / (L mol™) K,/ (L mol) n AG/(KImol™)  AH’/(KJmol)  AS’/(Jmol” K™)
5 1204 469.80 0.884 -16.42

25 909.48 824.1 0.986 -16585 044 2151

37 7521 7907 131 -17.10

UV-Vis spectroscopy
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Figure S98. IR (ATR) spectrum of 3-[1'<(2" 4" 6-trichlorobenzyl)-1".2" 3"-triazol-4'-yl]propan-1-ol (4).
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Figure 3. Correlations between detonation velocity (D) and detonation pressure (P) and the number of nitro groups () for polynitroimidazopyridines.
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Figure $109. "H NMR spectrum (100 MHz, CDCL,) of N-butylthiophene-2-carboxamid (19).
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Figure S108. FTIR spectrum of N-butylthiophene-2-carboxamid (19).
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Figure 5. (a) Absorption spectra of DNA (5.0 10-* mol L) in the absence
and presence of increasing amounts of SER (r, = [SER]/[DNA] =0, 0.2,
0.3,0.4, 12, 1.9). (b) Plot of 1/(A - A,) against 1/[SER].
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Figure S103. FTIR spectrum of N-butylisonicotinamid (17).
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Figure 4. Plot of log (F,~F)/F against log [Q].
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Figure $95. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyl)-2.4,6-trichlorobenzene (3j).
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Figure 2. Correlations between molecular volume (V), theoretical density (p) and the number of nitro groups (n) for polynitroimidazopyridines
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re $102. °C NMR spectrum (100 MHz, CDCL,) of N-benzylisonicotinamide (16) expanded.
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Figure 3. Stern-Volmer plot for the fluorescence quenching of
DNA-Hoechst complex by SER.
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igure $94. IR (ATR) spectrum of 1-(azidomethyl)-2.4,6-trichlorobenzene (3j).
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Table 1. Selected bond lengths (A) of polynitroimidazopyridines computed at BLYP/6-31+G(d) level

Bond length / A
A B C D E ¥
NIC2 137 NIC2 130 NIC2 1319 NIC2 1319 NI-C2 1318 NIC2 1361
C3-NT 1395 C3N7 1303 C3AN7 1385 CAN7 138 CRN7 1380  C3NT 1377
C2N8 1414 C2NS 1409  C2NS 1404  C2N8 1402 C2N8 1399 C2N§ 1372
C5-N9 1382 CSNO 1400  CS-N9 1309 CSNO 1406 CSNO 1400  CSNO 1388
C6-N10 1382 CeNIO 1304 CeNIO 1301 C6NIO 1391 C6NIO 1390  C6NIO 135§
Bond length / A
G H 1 1 K L
NIC2 1324 NIC2 1325 NIC2 1324 NIC2 134 NIC2 1323 NIC2 1359
C3NT 1398 C3N7 1305 CAN7 1387 CAN7 1388 CAN7 1383 C3NT 1383
C2N8 1409 C2NS 1406  C2NS 1402 C2N8 1308  C2N8 1396  C2N§ 1370
C5-N9 1388 CS-NO 1305 CS-N9 1305 CSN9 1388  CSNO 1383 CSNO 1383

C6N10 1378 C6-NIO 1406  C6NIO 1401 C6NIO 1398  C6NI0O 1396  C6NIO 1370
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Figure $97. HRMS spectrum of 3-[1'-(2” 4”,6”-trichlorobenzy)- ' 2".3'-triazol-4'-ylJpropan-1-ol (4}).
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‘Table 3. Predicted densities and detonation propertics of polynitroimidazopyridines
Molecule OB,, V/ (em* mol) p/(gem?) 010 D/(kms") PIGPa
A -1.09 12506 163 77353 576 1384
B 074 143.10 174 1205.62 725 287
c 049 16196 182 1639.99 820 30.00
D 031 17899 190 1899.47 897 3681
E 017 200.15 192 2096.56 944 41.03
P -0.12 20548 195 2180.04 970 FER)
G -1.09 12500 163 75721 573 1371
" 074 14230 175 1303.05 729 2320
1 049 16073 183 1645.95 825 3052
1 031 177.82 191 1900.88 902 3731
K 017 19863 193 2089.79 948 41.59
L -0.12 207.15 194 2197.68 966 812
V: molecular volume; p: theoretical molecular density; Q: energy of explosion; D: detonation velocity; P: detonation pressure.
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Figure S104. '"H NMR spectrum (100 MHz, CDCL.) of N-butylisonicotinamide (17).
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Figure $96. "C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-2.4.6-trichlorobenzene (3;).
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Table 2. Calculated electronic energies (E), zero-point energies (ZPE),
thermal correction to enthalpy (H,) and gas phase heats of formation
(HOF)

Molecule E/an.  ZPE/aw.  H,/au. (:zfﬂ’,)
A 747887724 0125526 0011301 17657
B 052358263 0.127119 0013869 49525
c ~1156837087 0.128710 0016665 79177
D ~1361.312357 0.130218 0019550  1097.63
E ~1565.788503 0.131711 0021627 140095
F ~1640032287 0.134883 0023748 149934
G 747803184 0.125758 0011235 16264
H 052355340 0.126913 0013073 50292

—1156834296 0.128478 0016773 799.10
—1361.311599 0.120955 0019621  1099.62
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Figure S121. MS spectrum (EL 70 eV) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21).
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re 1. Preparation of compounds 4a-dj. Reagents and conditions: (i) MsCl, EtN, CH,CI,, =50 °C, 30 min; (if) NaN,, DMSO, rt, 15 h; and
(iii) pent-4-yn-1-ol, NaAsc (40 mol%), CuSO,.5H,0 (20 mol%), CH,CL/H,0 (50% v/v), rt., 24 h.
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Figure S113. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azido)-3-[1"-(4"-bromobenzyl)-1° 2°.3"-triazol4"-i

0

llpropyl (7a).
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Figure 1. Formation of [C,MIMJ-NTE, by in sifu reaction.
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Figure S120. "C NMR spectrum (100 MHz, CDCL,) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21) expanded.
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Figure 7. V-EASI(+)-MS of a diluted solution of (a) petrodiesel (B0), (b) soybean biodiesel (B100) and (c) B10 blend.
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Figure S112. IR (ATR) spectrum of 1-(azido)-3-[1'-(4"-bromobenzyl)-1" 2°3'-triazol-4"-il propyl (7a).
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Figure 8. Effect of diluent (membrane) type on the extraction efficiency
of dioxin in the ELM process.
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Figure S123. FTIR spectrum of N-(furan-2-ylmethy])thiophene-2-carboxamide (22).





OPS/images/a10img03.png
S= ()100
Gew=| =2

[





OPS/images/a10img124.png
5500,

S0

05 080

P

sgess
00|

o)

000
P gl |90 i

S0 Ho wbh iB0  so Uhe  xho  msp b ;0 o B0 b B0 w0 ko 0 w0 m

Figure S115. HRMS spectrum of 3-(1'-({3”-{1""-(4-bromobenzyl)-1" 2" 3" -triazol-4""-yl]propyl}-1",2" 3*triazol-4’-yDpropan-1-ol (8a).
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Table 1. Orthogonal screening results

No. A B c D Recovery / %
1 Al BI c1 DI 814
2 Al B2 2 D2 646
3 Al B3 c3 D3 492
4 Al B4 c4 D4 538
5 A2 Bl 2 D4 oL
6 A2 B2 c1 D3 922
7 A2 B3 c4 D2 86.8
8 A2 B4 c3 DI 778
9 A3 Bl c3 D2 98.7
10 A3 B2 c4 DI 830
11 A3 B3 c1 D4 86.8
12 A3 B4 2 D3 846
13 A4 Bl c4 D3 925
14 A4 B2 c3 D4 87.1
15 A4 B3 2 DI 879
16 A4 B4 c1 D2 830
K1 623 909 859 850 -
K2 870 817 820 804 -
K3 883 782 782 766 -
K4 876 748 790 832 -
R 260 161 76 84 -
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re S$122. Elemental analysis data of N-(2-chlorobenzyl)thiophene-2-carboxamide (21).
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Figure 2. Preparation of compounds Sa, 5b and 8. Reagents and conditions: (i) MsCI, E,N, CH,CL,, =50 °C, 30 min; (if) NaN,, DMSO, r.t., 15 h; and
(iii) pent-4-yn-1-ol, NaAsc (40 mol%), CuSO,.5H,0 (20 mol%). CH,CL/H,0 (50% v/v). ... 24 h. Yields are given in parentheses.
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Figure $114. C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 1-(azido)-3-[1'-(4""-bromobenzyl)-1" 2" 3"-triazol-4 -il|propyl (7a).
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Figure 2. Effccts of the IL amount on the recoveries of analytes. The

extraction conditions were as follows: water sample volume, 10.00 mL;

‘molar ratio of LINTE, to [C,MIMICL, 1:1; no NaCl addition; extraction
time, 1 min; centrifugation time. $ min; concentration, 50 g L.
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Figure 5. Effect of calixarene concentration on the extraction efficiency
of dioxin in the ELM process.
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Figure 6. Schematic representation of the V, -EAST analysis of Bn blends.
A droplet of the B blend is diluted in acidified methanol and simply
sprayed via V,~EAST for the direct MS analysis.
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Figure S111. “C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 3-[I'-(4”"-bromobenzyl)-1",2"3'-triazol-4 -il propyl methanesulfonate (6a).
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Figure 7. Effect of treat ratio on the extraction efficiency of dioxin in

the ELM process.
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Figure S110. "H NMR spectrum (200 MHz, CDCL) of 3-[1’-(4”-bromobenzyl)-1",2’ 3'-triazol-4 il propyl methanesulfonate (6a).
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Figure 6. Effect of phase ratio on the extraction cfficiency of dioxin in
the ELM process.
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Figure S118. "H NMR spectrum (400 MHz, CDCL.) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21) expanded.
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Figure 5. Analytical curve for blends of soybean biodiesel and soybean
oil (n=3).
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Figure S117. "H NMR spectrum (400 MHz, CDCL.) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21) expanded.
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Figure 4. ESI(+)-MS for (a) a diluted methanolic solution of 10% of soybean oil in biodiesel, and (b) 10% of soybean oil in petrodiesel.
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Figure $109. IR (ATR) spectrum of 3-[1'(4™-bromobenzyl)-1'.2".3'"-triazol-4'-il propyl methanesulfonate (6a).
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Figure S119. "C NMR spectrum (100 MHz, CDCL,) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21).
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Figure S114. FTIR spectrum of N-(2-chlorobenzyl)thiophene-2-carboxamide (21).
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Figure 1. ESI(+)-MS for diluted solutions of (a) soybean biodiesel (B100) and (b) petrodiesel (BO).
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Figure S106. IR (ATR) spectrum of [1'-(4”"-bromobenzyl)-1",2",3'-triazol-4’-ylJmethanol (3b).
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Figure 3. Facilitated transport mechanism of dioxin in ELM.
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Figure S4. FTIR spectra in the region of 1800-1000 cmi™ for the frec
calf-thymus DNA(L.0 x 10 mol L") and its complex in aqueous solution
at pH 7.4 with [SER}/[DNA] ratio (1/40 ).
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Figure S105. HRMS spectrum of [1'(4"-bromobenzyl)- 1.2 3"-triazol4'-ylmethanol (5h).
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Figure S116. "H NMR spectrum (400 MHz, CDCL,) of N-(2-chlorobenzyl)thiophene-2-carboxamide (21) expanded.
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Figure 3. Analytical curve for the Bn (1-20) blends as measured via
ESI(+)-MS (n=3).
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Figure S108. “C NMR and DEPT-135 spectrum (50 MHz, CDCL) of [1°-(4"-bromobenzyl)-1".2" 3'-triazol-4"-yl]methanol (5h).
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Figure 4. Effect of calixarene type on the extraction efficiency of dioxin
in the ELM process.





OPS/images/a03img122.png
oL
LeL*
995"
590°
560"
860"
Lo1*
§€2°
8hz"
152"
09z°
92"
0z
€z
912"
€92"
262"
s0e*
viE*
12€°
9vE"
9LE"
8gc"
86"

v
b
9
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L

[0
120"
625"
oLy*
8Lb"
s8°
68"
[
L6v"
005"
015"
z16*
S*
LhS*
S5 L

ppm

1

2

°

1"

12

Figure S115. '"H NMR spectrum (400 MHz, CDCL,) of N-(2-chlorobenzyl)thiophene-2-carboxamide (2!
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Figure 2. ESI(+)-MS for diluted solutions of (a) B1, (b) B2, (c) B5, (d) B10 and (e) B20 blends.
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Figure $107. 'H NMR spectrum (200 MHz, CDCL) of [1'-(4"-bromobenzyl)-1° 2°3'-triazol-4"-yl]methanol (5b).
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Table 2. Experimental and optimum conditions for the extraction of dioxin

Calixarene type o1
Calixarene concentration / wt.% 1
Phase ratio 04
Treat ratio 01
Membrane type CoH,
Stirring rate / rpm 100
Solute concentration in feed / (pg £-*) o1

0.6
02

CHC

1.0

1.0
04
cc

10
12

500

The boldface items were obtained and used as the optimum conditions.
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Figure S132. "C NMR spectrum (100 MHz, CDCL.) of N-(3-ethoxypropylthiophene-2-carboxamide (23) expanded.
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Figure S3. °C NMR and DEPT-135 spectrum (S0 MHz, CDCL,) of benzyl methanesulfonate (2a).
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Figure 2. Interclass distance for active and inactive compounds of the
training and test sets according to final SIMCA model.
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sure S131. °C NMR spectrum (100 MHz, CDCL) of N-(3-ethoxypropyl)thiophene-2-carboxamide (23).
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Figure S2. 'H NMR spectrum (200 MHz, CDCL) of benzyl methanesulfonate (2a).
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Table 4. pMIC values of 33 azoles derivatives (training and test sets) against C. gaftii

Training set Test set
Compound PMIC Compound PMIC Compound PMIC
Azaconazole 307 Hexaconazole 520 Ketoconazole 633
Bifonazole 360 Imazalil 427 Climbazole 517
Bromuconazole 467 Ttraconazole 675 Cyproconazole 541
Clotrimazole 464 Metconazole 550 Diclobutrazole. 461
Difenoconazole 561 Miconazole 562 Econazole 498
Diniconazole 521 Penconazole 485 Fluconazole 398
Epoxiconazole 552 Prochloraz 407 Fluotrimazole 37
Etaconazole 461 Propriconazole 493 Myelobutanil 426
Fembuconazole 462 Sulconazole 620 Prothioconazole 403

nazole 437 Tebuconazole 489

460 Triadimenol 500

367 Triticonazole 490
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Date : 01/08/2012 at 13:10:41
Method Name : NCHS
Method Filename : Copy of Copy of N C H S-bkp .mth

Filename AS Method vial
emamj ome-54
# Group Sample Name Type Weig. Pro.F

54 1 h-8
Component name Element %

1.109 6.25 ---

Caled for C10H15SNO.S

Nitrogen% 6.881211758 Bliccogenie =7
Carbon% 56.86362457 Carbon%s 56.31
Hydrogen% 7.642203808 Hydrogen®% 7.09
Sulphurk 14.79428101 Suphur% 15.03

1 sample(s) in Group No : 1
Component Name Average

Nitrogenk 6.881211758
Carbon% 56.86362457
Hydrogen% 7.642203808
Sulphurt 14.79428101

4. Elemental analysis data of N-(3-ethoxypropy)thiophene-2-carboxamide (2.
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Figure 5. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyDbenzene (3a).
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Table 6. Influence of fragment size over the statistical parameters of the best HQSAR models

Model Fragment distinction ¢ F Hologram length N Fragment size
12 ABHCh 014 047 50 2 25
13 ABHCh 035 085 50 4 36
14 ABHCh 015 059 59 3 58

7 cross-validated correlation coefficient; r: noncross-validated correlation coefficient; N: optimal number of components. Fragment distinction (FD): A,
atoms: B. bonds: C. connections: H. hvdrogen atoms: Ch. chirality: DA. donor and acceptor.
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Figure S133. MS spectrum (EL 70 eV) of N-(3-ethoxypropyl)thiophene-2-carboxamide (23).
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Figure S4. IR (ATR) spectrum of 1-(azidomethyDbenzene (3a).
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Table 5. Influence of fragment distinction over the statistical parameters of HQSAR models, using default fragment size (4-7)

Model Fragment distinction ¢ F Hologram length N
1 ABC 011 055 61 2
2 ABCH 025 046 61 2
3 ABCHCh 025 038 307 4
4 ABCHChDA 028 081 59 4
5 ABH 020 041 7 2
6 ACH 023 045 59 2
7 ABCCh 021 060 61 2
8 ACHCh 023 048 61 2
9 AHCh 022 044 7 2
10 ABHCh 029 061 59 3
1 AHChDA 019 030 7 1

¢ cross-validated correlation coefficient; r: noncross-validated correlation cocfficient; N: optimal number of components. Fragment distinction: A, atoms;
B. bonds: C. connections: H, hydrogen atoms; Ch, chirality: DA, donor and acceptor.
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Figure 1. Frequency histogram of the compounds at the lower
concentration (4.1 mmol L) in relation to range in the diameter of
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Figure S130. 'H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropyl)thiophene-2-carboxamide (23) expanded.
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Figure S1. IR (ATR) spectrum of benzyl methancsulfonate (2a).
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Table 3. Descriptor selected through Fisher's weight

Descriptor Meaning
BEHe3 highest cigenvalue No. 3 of Burden
matrix / weighted by atomic Sanderson
electronegativities
BEHm2 highest cigenvalue No. 2 of Burden matrix /
weighted by atomic masses
BEHm3 highest cigenvalue No. 3 of Burden matrix /
weighted by atomic masses
C-008 atom-centered fragments - CHR2X®
EEig05d Eigenvalue 05 from edge adj. matrix weighted
by dipole moments
16110 ‘mean topological charge index of orderl0
MATSSp ‘moran autocorrelation - lag 8 / weighted by
atomic polarizabilities
nCl number of chlorine atoms
nCs number of total secondary C (sp3)
PI2 2D Petitjean shape index

“Descriptors found in final SIMCA model are highlighted in gray. "R stands
for carbon; X stands for heteroatom (example, O, N, ).
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Figure 7. Cluster analysis of compounds 4a-4j. 5a, 5b and 8 according
to their biological profiles.
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‘Table 2. Division of the compounds into training and fest sets

Active compound Inactive compound
‘Training set Test set ‘Training set Test set
Bromuconazole Difenoconazole Azaconazole Fluconazole.
Ketoconazole Fembuconazole Bifonazole Flusilazole

Climbazole Hexaconazole Diclobutrazole Myelobutanil
Clotrimazole Metconazole Etaconazole Triticonazole
Cyproconazole Propriconazole Fluotrimazole
Diniconazole Flutriafol
Econazole Imazalil
Epoxiconazole Itraconazole
Fluquinconazole Penconazole
Miconazole Prochloraz
Prothioconazole Triadimenol

Sulconazole
Tebuconazole
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Figure S$129. 'H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropyl)thiophene-2-carboxamide (23) expanded.
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Figure S128. 'H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropylthiophene-2-carboxamide (23) expanded.
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Eager 300 Summarize Results

Date : 15/08/2012 at 12:08:16
Method Name : NCHS
Method Filename : Copy of Copy of N C H S-bkp .mth

Filename AS Method Vial

emamjome-70
# Group Sample Name Type Weig. Pro.F

70 1 h-4 UNK 1.241 6.25
Component name Element %

______________________________ Caled for C10HONO.S
Nitrogen% 7.040726185 | Nitrogen% 6.76
Carbon% 58.35287476 Carbon% 57.95
Hydrogen% 4.636273861 Hydrogen% 438
Sulphurs 15.43068123 Suphur¥e | 15.47

1 Sample(s) in Group No : 1
Component Name Average

Nitrogen% 7.040726185
Carbon% 58.35287476
Hydrogen% 4.636273861
Sulphur% 15.43068123

re S125. Elemental analysis data of N-(furan-2-ylmethyl)thiophene-2-carboxamide (22).
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igure 4. Effects of compounds 4a-4j, Sa, b, 8 and 2.4-D on the shoot and
root lengths of L. sativa, relative to the negative control.
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Figure S117. 'H NMR spectrum (200 MHz, CDCL,) of 3-(1I'-(3”-[1""-(4”""-bromobenzyl)-1”

propan-I-ol (8a).

23" -triazol-4™-yl]propyl}-1’ 2" ¥-triazol4™-yl)
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Figure 4. The matrix effect on the extraction recoveries.
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Figure S124. '"H NMR spectrum (100 MHz, CDCL,) of N-(furan-2-ylmethyl)thiophene-2-carboxamid (22).
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Figure S116. IR (ATR) spectrum of 3-(1'-{3”-[1""<(4"""-bromobenzyl)-1"" 2" 3" triazol-4'"-yl]propyl}-1",2" 3"-triazol-4-yl)propan-1-ol (8a).
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Figure 3. Effect of the molar ratio of LINTF, to [C;MIMICI on the
recoveries of analytes. The extraction conditions were as follows: water
sample volume, 10.00 mL; amount of [C,MIMICI, 0.02 g no NaCl
addition; extraction time, | min; centrifugation time. 5 min; concentration,
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Figure S127. 'H NMR spectrum (400 MHz, CDCL) of N-(3-ethoxypropylthiophene-2-carboxamide (23).
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Figure 6. Effects of compounds da-4j, Sa, Sb, 8 and 2.4-D on the shoot and
root lengths of C. sativus, relative to negative the control.
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Table 1.

logical properties used for chemometric model development

‘Diameter of inhibition halo / mm
Name 164 32 4l Mc/
mmol L' _mmol L' _mmol 1™
Azaconazole 233 00 00 106.62
Bifonazole 143 123 113 >20610
Bromuconazole 473 43 313 2122
Ketoconazole 500 40 373 047
Climbazole 517 467 410 683
Clotrimazole 30 33 23 2320
Cyproconazole 6071 517 570 343
Diclobutrazole 293 47 140 2437
Difenoconazole 360 333 317 246
Diniconazole 87 367 343 6.13
Econazole 303 20 270 1048
Epoxiconazole 347 350 343 3.03
Etaconazole 80 310 233 2438
Fembuconazole 280 200 260 275
Fluconazole 00 00 00 10448
Fluotrimazole 00 00 00 168.70
Fluguinconazole 83 30 350 4253
Flusilazole 260 263 197 2537
Flutriafole 00 00 000 >21242
Hexaconazole 637 540 553 637
Imazalil 297 27 120 5384
Itraconazole 23 20 193 018
Metconazole 543 517 440 313
Miconazole 93 33 267 240
Myclobutanil 257 133 00 5541
Penconazole 87 30 20 1408
Prochloraz 170 00 00 8496
Propriconazole 360 37 357 1169
Prothioconazole 21 43 403 9205
Sulconazole 90 380 377 0.63
Tebuconazole 93 33 267 1299
Triadimenol 180 110 000 1011
Triticonazole 267 260 193 12.50

Average 330 283 24.1
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Effects of compounds 4a-4;., Sa, 5b, 8 and 2.4-D on the shoot and
root lengths of A. cepa, relative to the negative control
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Figure S118. °C NMR and DEPT-135 spectrum (50 MHz, CDCL) of 3-(1I'-(3"-[1™"-(4"-bromobenzyl]

triazol-4"-yDpropan-1-ol (8a).
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Table 2. Performance characteristics of the in-situ IL-DLLME method combined with HPLC

Compounds Linear equation L:E,'_‘f}’) ! mc:"'i’;:“i‘;";z) RSD/% E“f'::';':“‘ (:";)3,') (';gg,’) Recovery / %
Meperfluthrin~ y=1502x+1.575  05-500 1 189 153 018 060 956
Cyhalothrin ~ y=2.664x+0.605  05-500 0.9999 093 142 002 005 922
Fenvalerate  y=3.043x-0299 05500 1 058 139 003 010 914
Permethrin y=3066x 4213 0.5-500 0.9998 153 134 004 014 807
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Table 3. Relative recovery for the samples submitted to the proposed
method

Ni(I) added /  Ni(II) found /

Sample (ugL) (gl Recovery/%
A 0 <LOD -
300 297 99.0
40.0 441 1102
B 0 <LOD -
300 312 104.0
40.0 42 1105
c 0 <LOD -
300 306 1020
40.0 43 1107
D 0 <LOD -
300 313 104.0
40.0 423 105.6

A and B: sugar cane spirit samples, C and D: whisky samples. Limit of
detection (LOD) = 3.1 pg L*
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Figure S44. IR (ATR) spectrum of 1-(azidomethyl)-4-iodobenzene (3¢).
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Table 1. Limits of detection (LOD) and quantification (LOQ) for both the analytical system and the tested methods

GC-PEPD / pg Sediment / (ng g) Tissue/ (ng g")
T LOD LOQ LOD LOQ LOD LOQ
TBT B 66 32 66 8 2
DBT 88 178 1 2 16 4

MBT 164 330 25 51 7 55
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Figure 2. Parcto chart obtained from the optimization study of the
variables, with their significance, for the preconcentration of Ni(II) using.
Citrus reticulata peel as the sorbent and FAAS.
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Figure $43. "C NMR and DEPT- 135 spectrum (50 MHz, CDCL,) of 4-iodobenzyl methanesulfonate (2¢).
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Figure 5. SPA-LDA results: (a) wavelength selected and (b) bivariate plot of the 150 tablet samples for the two wavelength selected by SPA (1572 and
1933 nm).
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‘Table 1. Conditions for Ni(Il) preconcentration and analytical response for the study of multivariate optimization using SPE with orange peel and analyte
determination by FAAS

Run P::::n'ca:n;::zn Mass of ::;orbem ’ Elncmm:;anon 1 Sample pH. Absorbance
1 3.0 20 10 40 0.1269
2 30 20 10 80 0.0808
3 30 20 20 40 0.0955
4 30 20 20 80 0.0775
5 30 60 10 40 0.1512
6 30 60 10 80 0.1461
7 30 60 20 40 0.1719
8 30 60 20 80 0.1392
9 60 20 10 40 0.1537
10 60 20 10 80 0.1850
1 60 20 20 40 0.1801
12 60 20 20 80 02462
13 60 60 10 40 0.1141
14 60 60 10 80 0.1045
15 60 60 20 40 00712
16 60 60 20 80 0.0464
17 45 40 L5 60 0.0640
18 45 40 L5 6.0 0.0581
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Figure $46. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of I-(azidomethyl)4-iodobenzene (3¢).
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Table 2. BT matrix effect study: retention times (t,), linear range and angular coefficients of the calibration curves (n = 9)

Fish Sediment

t/min Lincar range / Angular coefficient Linear range / Angular coefficient
(ng mL") Solvent Liver (ng mL) Solvent Matrix
MBT 117 4010 660 00001 0.0002 0.0002 4010990 00002 0.0002
DBT 1044 4610792 00009 0.0007 0.0009 4610990 00011 00012
TBT 971 3310792 00008 0.0005 0.0008 3310792 00011 00011
TPT 784 4010 660 00007 0.0005 0.0007 4010990 0.0001 0.0001
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Figure 3. Response surface for optimization of sample flow rate and
adsorbent mass. Sample volume: 10.0 mL. sample concentration:
30 pg L, eluent concentration: 1.0 mol L and pH 6.0.
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"H NMR spectrum (200 MHz, CDCL) of 1-(azidomethyl)-4-iodobenzene (3¢).
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Figure 1. Chromatograms (GC-PFPD) for BTs spiked into the investigated matrices: (a) solvent (hexane), (b) sediment, (c) liver and (d) gills.
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Figure $40. "C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3-[1'-(4”"-bromobenzyl)-1°,2",3'-triazol-4"-yl]propan-1-ol (4d).
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Figure 2. PCA results: (a) score plot of PC1 versus PC2 and (b) loading plot.
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Figure 1. Spectra of tablets: (a) raw and (b) derivative.
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Figure $42. 'H NMR spectrum (200 MHz, CDCL) of 4-iodobenzyl methanesulfonate (2¢).
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Figure 4. Cost function for selection of wavelengths by SPA-LDA.
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Figure S41. IR (ATR) spectrum of 4-iodobenzyl methanesulfonate (2¢).
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Figure 3. GA-LDA results: (a) wavelength selected and (b) score fisher calculated employing wavelength selected.
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Figure 6. pH evolution as a function of CO, content.
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Figure S48. IR (ATR) spectrum of 3-[1'-(4"-iodobenzyl)-1".2".3"-triazol4'-yl]propan-1-ol (4¢).
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Figure S47. HRMS spectrum of 3-[1'(4”-iodobenzy)- 12" 3'-triazol-4’-yl]propan-1-ol (4¢).
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Figure 2. Calibration curves for TBT in the matrix effect study: (a) fish
tissue and (b) sediment.
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‘Table 2. Comparison of methods for determination of nickel using the preconcentration system

Sample Sorbent Cheting sgent! pjyent e Y (hg"i,’) Li':;';f")g‘ ! Detection  Reference
Fuels and biofuels _ chitosan - HOI 371475 25 0009-089 NI FAAS 2
Wastewater MWCNTs  D2EHPA/TOPO  HNO, 5 100 40 NI FAAS 2
Tobacco amberlite XAD-4  2-aminothio-phenol  HCI LR} 08 NI FAAS 30
Water c, MBTAQ HNO, 100 250 006 NI ICPOES 5
Water fullerene C,o pDC methanol 150 0075 NI TCAAS

Water activated carbon HNO, 50 50 0082 008100 ICPOES 4
Gasoline silica SiaT HCl 0 32 FAAS Is
Food amberlite XAD-2 BTAC HCl 0 70 11 5250 FAAS 14
Food amberlite XAD-2 DHBS - 6 26 2 502000 spectrometry 13
Water, soil €,y membrane CPAHPD isopentyl 100 250 3 10370 spectrometry 31

disks alcohol
Metal alloys sepiolote Saccharomyces  HCI 00 100 87 NI FAAS 18
cerevisiae
Alcoholic beverages Citrus reticulata - HCl 2 w0 32 075 FAAS s study

MWCNTS: multiwalled carbon nanotubes: D2EHPA: di-(2-cthyl hexyl phosphoric acid); TOPO: tri-n-octyl phosphine oxide; MBTAQ: 5-(6-methoxy-
2-benzothiazoleazo)-8-aminoquinoline; TC-AAS: tungsten coil atomic absorption spectrometry; DDC: sodium diethyldithiocarbamate; SiAT:

2-aminothiazole; BTAC: 2-(2-benzothiazolylazo)-2-p-cresol; DHBS: 4.5-dihydroxy-13-benzenodisulfonic
* preconcentration factor; SV: sample volume; LOD:
jon spectrometry. N.L: not informed.

hydroxypyrimidine-2,4-dione;

ICP-OES: inductively coupled plasma optical es

CPAHPD: 5-(4chlorophenylazo)-6-
imit of detection; FAAS: flame atomic absorption spectrometry:
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Figure $49. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'-(4-iodobenzyl)-1°,2" 3"-triazol-4"-yl]propan-1-ol (4e).
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Figure $60. "C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3-[1'-(4”-trifluoromethoxybenzyl)-1°,2" 3'-triazol-4'-yl]propan-1-ol (4f).
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Table 2. Enantiomeric composition of mandelic, atrolactic and lactic acids

Mandelic acid Atrolactic acid Lactic acid
Selected peak
1SR 45158 dVsR 51s§ 1-3/SR 36155
Enriched 16 53 11 164 46 664
Equimolar 63 29 42 100 246 628
Enriched/Equimolar 184 023 046 164 0.19 1.06
Composition / % 889 101 219 781 152 848
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Scheme 2. Relative chemical shifts of pro-S (H) and pro-R (H,) protons

for 2-methylbutyl atrolactates.
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Scheme 2. Synthesis of N-substituted amides.
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Figure S55. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyl)-4-(trifluoromethoxy)benzene (31).
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Table 1. ABX resonances for OCH,CH protons of the ester derivatives

i 5/ppm J1Hz

entry Epimer R R W W »a [ [ L
Mandelic acid ester

Ta SR Ph H 406 395 64 ol 106 60 72

b 58 H Ph 397 402 164 005 106 61 56
Atrolactic acid ester

2 SR Ph Me 401 401 170 0 62 62

2 58 Me Ph 407 393 170 014 107 60 66

Lactic acid ester
3a SR Me H 411 396 175 015 106 60 66
3b 58 H Me 401 405 175 004 106 66 61
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Table 1. Synthesis of N-benzyl-2-phenylacetamide in the presence of 0.5 mol% of [Cu(2.3-tmtppa)[(MeSO,), in various solvents, different molar ratios and
different temperatures

Molar ratio

entry (ohenylacctonitilebenzylamine) Solvent Temperature /°C time /h Isolated yield / %
I "n none 90 30 0
2 n none 90 2 60
3 s none 90 30 65
4 n none 90 27 68
5 n none 90 2 68
6 "n DMSO 90 2 0
7 n DMF 90 2 0
8 "n CHCI, reflux 2 0
9 "n ELO reflux 2 0
10 n 1. 4-dioxane reflux 30 80
1 s 1. 4-dioxane reflux 25 85
12 n 1. 4-dioxane reflux 2 9
13 n 1. 4-dioxane reflux 2 95
14 1n2 1.4-dioxane reflux 2 9%
15 n HO reflux 2 85
16 s HO reflux 2 9%
17 n HO reflux 2 95
18 n HO reflux 19 9%
19 1n2 HO reflux 19 o7
200 n 1. 4-dioxane reflux 2 0
21 n HO reflux 2 0
2 n 1. 4-dioxane " 2 0
23 n HO " 2 0
2% n HO reflux 19 9%
25 n toluene reflux 19 9%
2 n THF reflux 2 9%
7 110 HO reflux 2 0

“The reaction was performed in the absence of catalyst; "the reaction was performed in the presence of 1 mol% of catalyst.
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Figure S54. IR (ATR) spectrum of 1-(azidomethyl)4-(trifluoromethoxy)benzene (3f).
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Figure S57. HRMS spectrum of 3-[1'-(4”-trifluoromethoxybenzyl)-1°,2"3'-triazol-4'-yl]propan-1-ol (4).
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Figure 2. Chemical structure of (S)-2-methylbutyl esters.
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Figure §36. "C NMR and DEPT-135 spectrum (S0 MHz, CDCL,) of 1-(azidomethyl)-4-{(rifluoromethoxy)benzene (3f).
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(5.8)-2-metylbutyl atrolactate; and (¢): equimolar and partially resolved
(5.8)-2-metylbutyl lactate.
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Figure S51. IR (ATR) spectrum of 4-(trifluoromethoxy)benzyl methanesulfonate (26).
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Scheme 1. The structure of [Cu(2,3-tmtppa)](MeSO,),.
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igure S33. °C NMR and DEPT-135 spectrum (50 MHz, CDC,) of 4-(trifluoromethoxy)benzyl methanesulfonate (2f).
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Figure S52. 'H NMR spectrum (200 MHz, CDCL) of 4-(trifluoromethoxy)benzyl methanesulfonate (26).
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Figure $59. 'H NMR spectrum (200 MHz, CDCL,) of 3-[1'{(4"-trifluoromethoxybenzyl)-1°.2" 3"-triazol-4-yl propan-1-ol (4f).
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Figure S58. IR (ATR) spectrum of 3-[1'-(4”-trifluoromethoxybenzyl)-1°.2’ 3"triazol-4"-yl]propan-1.

1 (4f).
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for 2-methylbutyl mandelates and lactates.
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Figure S7. Methylene integration for partially resolved (S,R)-2-methylbutyl mandelate.
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Figure S71. IR (ATR) spectrum of 3 4-(difluoro)benzyl methanesulfonate (2h).
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Figure $9. Methylene integration for partially resolved (5,5)-2-methylbutyl atrolactate.
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Figure $70. “C NMR and DEPT- 135 spectrum (50 MHz, CDCL,) of 3-[1'-(4”trifluoromethylbenzyl)-1",2" 3"-triazol-4'-yl]propan-1-ol (4g).
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Figure S8. Methylene integration for equimolar (S,R+S,5)-2-methylbutyl mandelate.
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Figure S66. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-4-(trifluoromethylbenzene (3g).
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Figure $4. 'H NMR (300 MHz, CDCL,) spectrum of equimolar (S,R+S,5)-2-methylbuty! atrolactate.
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Table 1. Preparation of the samples and standards for the enzymatic
reaction

Enzymatic
Water /L. Standard /L. Sample /L "™

Standard - 50 - 5

Sample - - 50 5

Blank 50 — — 5
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Figure S65. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyl)-4-(trifluoromethyl)benzene (3g).
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Figure $3. 'H NMR (300 MHz, CDCL) spectrum of partially resolved (S, 5)-2-methylbutyl atrolactate.
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Figure $68. IR (ATR) spectrum of 3-[1'-(4”-trifluoromethylbenzyl)-1°,2" 3'-triazol-4'-yl]propan-1-ol (4g).

T





OPS/images/a16img20.png
Figure $6. 'H NMR (300 MHz, CDCL,) spectrum of equimolar (5, R+S,5)-2-methylbuty lactate.
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Figure S67. HRMS spectrum of 3-[1'<(4"-trifluoromethylbenzyl)-1° 2", 3'-triazol-4"-yl]propan-1-ol (4g).
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Figure 62 'H NMR spectrum (200 MHz, CDCIy) of 4-(trifiuoromethyl)benzyl methanesulfonate (2g).
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Figure 4. The different screw patterns around the C-CO bond for the acid esters.
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Figure S61. IR (ATR) spectrum of 4-(trifluoromethyl)benzyl methanesulfonate (2g).
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Figure $64. IR (ATR) spectrum of 1-(azidomethyl)-4-(trifluoromethyl)benzene (3g).
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Figure S2.'H NMR (300 MHz, CDCL) spectrum of equimolar (S,R+S,5)-2-methylbutyl mandelate.
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Figure S63. "C NMR and DEPT-135 spectrum (50 MHz, CDCI,) of 4-(trifluoromethyl)benzyl methanesulfonate (2g).
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Figure S1. 'H NMR (300 MHz, CDCL,) spectrum of partially resolved (S,R)-2-methylbutyl mandelate.
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Figure S69. 'H NMR spectrum (200 MHz, CDCL) of 3-[1'(4”-trifluoromethylbenzyl)-1°.

triazol-4’-yl]propan-1-ol (4g).
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Figure $80. "C NMR and DEPT- 135 spectrum (50 MHz, CDCL,) of 3-[1-(3" 4" difluorobenzyl)-1".2" 3"-triazol-4'-yl]propan-1-ol (4h).
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Figure 3. FEG-SEM images of microcapsules obtained from dried
emulsions.
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Figure $90. MS spectrum (EL 70 V) of N-(furan-2-ylmethyl)picolinamide (14).
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Figure S82. 'H NMR spectrum (200 MHz, CDCL) of 5-bromo-2-chlorobenzyl methanesulfonate (2i).
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approximation of the SAXS intensity profles for all the dispersions

R,/nm

Sample _—
Dispersion Microcapsule

st 2s1 4021
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s3 2s1 4021

s4 31 39:1
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Figure S81. IR (ATR) spectrum of 5-bromo-2-chlorobenzyl methanesulfonate (2i).
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Figure 4. Guinier plot of SAXS intensity curves for the aqueous suspension

of SPL emulsion S2 and solid microcapsules prepared from emulsion S2.
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Figure S77. HRMS spectrum of 3-[1'<(3" 4”-difluorobenzyl)-1",

¥-triazol-4’-yl]propan-1-ol (4h).
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Table 2. Zeta potential (%) of emulsions measured after different periods
of storage

&/mV
Sample
First day One week Ten weeks
st 567 —40.1 480
s2 502 —480 417
s3 416 454 -2

s4 454 440 436
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Figure $76. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 1-(azidomethyl)-3 4-(difluoro)benzene (3h).
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Figure 1. Mean diameter of oil drops from emlsions as a function of
storage time.
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ure 2. The relative contribution of the uncertainty sources on different
calibration levels in the glucose enzymatic method.
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Figure 79, 'H NMR spectrum (200 MHz, CDCL) of 3-[1’-(3" 4”-difluorobenzyl)-1’,2" 3"triazol-4"-yl]propan-1-ol (4h).
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Figure ST8. IR (ATR) spectrum of 3-{1'(3” 4”difluorobenzyl)-1"2" 3'-triazol4 -yl propan-1-ol (4h).
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Figure 2. SEM images of microcapsules obtained from dried emulsions
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Figure S73. °C NMR and DEPT-135 spectrum (50 MHz, CDCL,) of 3 4-(difluoro)benzyl methanesulfonate (2h).
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Figure S11. Methylene integration for partally resolved (S.5)-2-methylbutyl lactate.
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Figure 1. Example of one calibration curve obtained for the glucose
enzymatic method for 7 glucose standards with concentrations ranging
from 50 to 2000 mg L.
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Figure $72. 'H NMR spectrum (200 MHz, CDCL,) of 3 4-(difluoro)benzyl methanesulfonate (2h).





OPS/images/a16img24.png
M"W"UMN U \J\JU\J

. — s N
TNy twn e WO 0F €8 €%

[
d2(SR)  5(SS)

Figure $10. Methylene integration for equimolar (8,R+5,5)-2-methylbutyl atrolactate.
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Figure S75. 'H NMR spectrum (200 MHz, CDCL,) of 1-(azidomethyl)-3 4-(difluoro)benzene (3h).
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Table 1. Composition of o/w emulsi
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Figure S12. Methylene integration for equimolar (5,R+S,5)-2-methylbutyl lactate.
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Figure 3. Global uncertainty for glucose enzymatic method.
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Figure 5. Chromatograms of the four studied insecticides in tap water
samples preconcentrated using the proposed IL-DLLME method.
(1) meperfluthrin; (2) eyhalothrin; (3) fenvalerate; (4) permethrin.
Chromatogrames A-C: spiked levels were 0, 50 and 500 pg L,
respectivel
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Figure 3. Ti 2p L-edge NEXAFS spectra of TiO,-P25, ATMPSi and
XTMPSi films.
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‘Table 3. Relative recoveries of the four pyrethroids in four real water samples a spiked levels of 50 and 500 g L™

Sample 1 2 3 4 1 2 3 4

Tap water 50 pgL 500 pg L

RR/% 988 045 049 948 958 95.1 936 953
RSD/% 183 061 087 124 1.90 106 138 022
Mineral water S0pg Lt 500 pg L

RR/% 956 022 014 897 o1 93.1 024 923
RSD/% 189 093 058 153 014 002 085 085
Reservoir water S0pg Lt 500 pg L

RR/% 984 9.9 8.2 956 934 9.8 9% 968
RSD/% 234 162 131 234 213 117 099 012
River water S0pg Lt 500 pg L

RR/% 938 962 96.9 5.1 o1 98.1 057 963
RSD/% 155 199 133 142 155 098 065 11
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Table 1. Fit parameters used for curve fitting in the O 1s NEXAFS spectra of TiO,-P25, ATMPSi and XTMPSi

) TiO,P25 ATMPSi XTMPSi

Ol Peak /eV FWHM/ eV Peak /eV FWHM/ eV Peak / eV FWHM/ eV

t,(d,d,d) 5315 17 5315 18 5315 18

dz 5327 24 5329 24 - -

e, 5345 24 5342 22 5340 27

G*0-Si 5303 29 5385 52 538.5 43

0@2p) 5410 48 5418 58 5418 12

0(2p)-Ti(4sp) 5455 47 5455 45 545.5 46
552.5 74 5528 85 552.1 66
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Figure 4. O K-edge NEXAFS spectra of Ti0,-P25 powder, ATMPSi and

XTMPSi films.
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Figure 6. FTIR-ATR spectra of ATMPSi and XTMPSi films.
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Figure 5. NEXAFS O Is curve fitted spectra of TiO,-P25, ATMPSi and
XTMPSi film samples.
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Figure 1. Energy (keal mol") profile and optimized geometric parameters

(A, degree) calculated at the CCSD(T)/CBS level of theory, including
spin-orbit corrections and zero-point energies.
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Table 2. Structural parameters, harmonic and fundamental frequencies for HSeBr, HBrSe and the associated transition state (TS)

Geometry / A, degree Frequency / cm'
Basis sets
HSe  iSeBr  aHBr o, v, o, v, o, v,
HSeBr aVDZ 14784 23706 9371 262 2831 7405 7264 24051 23080
aVIZ 14703 23300 9384 2008 2060 472 T3B6 24041 23101
aVQZ 14690 23275 9398 3057 3020 7524 702 24099 23161
aVSZ 14680 23234 0308 3077 3048 7535 7406 24104 23162
CBS(I) 14680 23211 9398 3088 3059 7541 7413 24107 23162
. Geometry / A, degree Frequency / cm'
Basis sets
HBr  iBiSe  aHSe o, o, o, o, o, o,
HBiSe aVDZ 14419 24767 10201 190.1 1855 5424 S5 25202 23871
aVTZ 14350 24142 10289 2066 2121 5700 5493 25016 23678
aVQZ 14353 23955 10323 245 2202 5813 5610 24948 23606
aVsZ 14361 23888 10331 215 2231 5867 5640 24803 23546
CBS(I) 14366 23848 10336 202 2248 5808 5672 24861 2351
Geometry / A, degree Frequency / cm'
Basis sets
HSe  iSeBr  aHBr o, o, o, o, o, o,
TS aVDZ 22492 26064 3418 66280 1747 23030
aVTZ 22312 25411 W83 695.6i 1975 23233
aVQZ 22214 25216 3502 1770 2047 23158
aVsZ 22180 25143 3524 724380 276 2125

CBS(I) 22161 25101 3531 729.0i 2093 23106
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Table 4. Total energies, structural parameters, harmonic and fundamental frequencies calculated at the CCSD(T)-F12/VZ-F12 (n=D, T. Q) level of theory

HSeBr Basis sets Geomety /A, degree By f e Energy / a.u.
rHSe 1SeBr aHSeBr o, 0. o,

VDZF12 14677 23219 9401 3089 7558 24147 788358624

VTZFI2 14694 23226 9405 3077 753.5 24080 788382729

VQZFI2 14692 23200 9407 3089 7546 24008 788390362

HBrSe Basis sets Geomety /A, degree By f e Energy / a.u.
HBr BrSe aHBrSe o, o, o,

VDZF12 14350 23841 103.65 206 503.6 24886 788285472

VTZFI2 14366 23870 103.40 215 S87.1 24860 788310579

VQZFI2 14363 23856 10334 285 587.5 24884 788318225

s Basis sts Geometry / A, degree Frequency / cm Energy /.
rHSe 1SeBr aHSeBr o, o, o,

VDZF12 22315 25111 3503 2087 23351 714 788274573

VTZFI2 22231 25120 3524 2074 2176 7246 —~788.300245

VQZ-FI2 22171 25106 3531 2088 23104 7284 —788.307751
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Table 3. Structural parameters, harmonic and fundamental frequencies calculated at the CCSD(T)lee-pwCVnZ (n = D, T, Q) level of theory with
valence-only and core-valence (in italics) correlation

Basis sets Geometry / A, degree Frequency / cm™
HSe  rSeBr  aHBr o, v, o, v, o, v,
HSeBr VDZ 14700 23533 0418 202.1 2887 7572 L1 24215 2351
14667 23459 9417 2041 2007 7595 7444 24260 23298
VIZ 14672 23326 9416 3024 2005 7490 7364 24119 23182
14609 23216 9412 3050 3022 7548 7409 24205 23266
VQZ 14679 23244 9410 3069 3041 7524 7305 4141 23204
14608 23113 9404 3099 3070 7580 740 24248 23304
Geometry / A, degree Frequency / cm™
Basis sets
HBr  iBiSe  aHSe o, v, o, v, o, v,
HBiSe VDZ 14349 24738 10316 1805 1743 5481 550 25302 24019
14320 24615 10311 185.1 1793 5528 5207 25435 24049
VIZ 14328 24086 10356 2154 2107 5753 5527 25018 236638
14284 23946 103.50 2098 2153 5795 5568 25086 23744
VQZ 1434 23028 10337 247 2202 580 5616 24979 23655

14292 23772 10328 2289 2246 5848 5661 25069 23754
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Table 1. Total CCSD(T) energies for H, Br, Se, SeH, SeBr, HSeBr, HBrSe and the transition state (HSeBr — HB1Se), and various contributions from
core-valence correlation effects, scalar relativistic (SR) and spin-orbit (SO) effects, and zero-point energies (ZPE) for the atomization energy of HSeBr

H Br Se (P) HSe SeBr HSeBr HBrSe TS
aVDZ/au. 0499334 415500276 371930271 -372553538 —T87.600613 —788218620 —788.146550 788137648
aVTZ/an. 0499821 415652742 371986554 —372.607144 781721685 ~788.343860 —788.272703 ~788.263060
aVQZ/au. 0499048 415668280 371996284 -372.618038 —T81.751746 ~788375284 —788.303572 ~788.293401
aVSZ/an. 0499995 415673316 371999307 -372.622548 781761555 ~788.385426 788313545 788303186
CBSI/au. 0500022 415676238 ~372.001060 -372.624641 —T87.767249 ~788391312 —788.310334 788308865
CBS2/au. 0500044 415678508 —372.002470 -372.626335 —T87.771845 ~788.306066 —788.324008 788313452
Average / a.u. 0500033 415677418 ~372.001770 -372.625488 —T87.760547 ~788.303680 —788.321671 788311158
(Spread/2) / (keal mol: 2001 2074 2044 2053 =144 £147 £149 144
AE, / (keal mol") 7761 56.70 13458
Ecy/an. 0907124 0905322 0906105 -1813372 1813936
AEc, / (keal mol") 049 058 094
Ey/au. 0000007 0370052 0304170  -0304203 0674300  -0.674342
AE,, / (keal mol*) 002 006 007
Exo/ (keal mol") -351 -270 252 278 000
AE,,/ (keal mol") 018 343 -621
AE,, / (keal mol) -345 047 497
D, / (keal mol ") 7449 5344 12441
AH, (0K) / (keal mol) 3505 3264 1331
Exper#/ (keal mol) 3525
AH, (298.15 K) / (keal mol) 3538 3154 1231

“Measure of uncertaintics in the extrapolated energies.
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Figure 2. XRD patterns of TiO, samples submitted to calcination. The
sample powders were produced by solvothermal reaction for 72h at 100°C.
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Figure 1. X-ray diffraction patterns recorded for TiO, samples prepared
with different reaction (a) temperatures (80, 90 and 100 °C for 72h), (b)
times (6.0, 12, 24 and 72h at 100 °C) and (c) pHs (20, 7.0 and 12 at
100°C for 72h)
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100nm

Figure 3. TEM image of TiO; nanocrystals obtained by solvothermal
‘method at 100°C and 72h of reaction. The inset shows the size dispersion
curve.
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Table 1. Average crystallite sizes (dyy) of calcined TiO, nanocrystals determined by the use of Scherrer’s equation applied to the anatase (101) diffraction
peak. The sample powders were produced by solvothermal reaction for 72h at 100°C

T/C 100 200 300 400 450 500 600 700
dy/ o 61 66 - 85 94 114 bulk bulk
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Figure S3. Form used in the consumer hedonic test of cachaga.
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Figure 6. TO, nanocrystal sizes as a function of the reaction parameters
as obtained from Raman data.
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Figure $2. PCA of the sensory and chemical data, (a) score plot and (b)
loading plot.
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Figure 5. Size dependent Raman scattering profile of the lowest frequency
E, mode. The solid points stand for the experimental data resulting from the
sample obtained after treatment at 100 °C for 72h. The dashed. solid and
dotted lines were obiained by plotting Equation I for nanocrystal diameters
of 12.0, 83 and 5.0 nm, respectively. The line width used was 14 cm™.
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‘Table S2. Descriptive sensory vocabulary for cachagas

Aroma Appearance Taste

Floral intensity of the burnt
yellow color

Fruity transparency  sweetness

Vegetable bitterness

Spicy

Biochemistry/Chemistry

(fermented, plastic, fusel oil,
sulfide, solvent)

Woody
Overall posiive odor
Overall negative odor






OPS/images/a23img11.png
‘Table 2. Calcined TiO, nanocrystal average sizes (d,,,.,) calculated from the phonon confinement model by fitting the E, Raman mode. Sample powders
were produced by solvothermal reaction for 72h at 100 °C

T/C 100 200 300 400 450 500 600 700
dypp/ N 86 88 9.8 122 134 153 bulk bulk
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‘Table S1 Aging times and nature of the aging material for the cachagas

s‘zﬁl‘f" Aging time Recipient

b3 8 months Stainless steel

D4 6 months Freij6 (Condia goeldiana)

DS 8 months Amendoim (Prerogyne nitens)

D6 2 months Amendoim (Prerogyne nitens)

D7 6 months Oak (Quercus)

D8 3 years Stainless steel

Do 6 months Oak (Quercus)

pil 3 months Jequitibé (Cariniana estrellensis)

pI12 3 months Jequitibé (Cariniana estrellensis)

El 1year ira (Olea europaca L)

E3 2 years Oak (Quercus)

E4 4years Oak (Quercus)

E6 1 year and 6 months Oak (Quercus)

E7 1year Jequitibé (Cariniana estrellensis),
Grapia (Apuleia Leiocarpa)

E8 1year Grapia (Apuleia Leiocarpa)

EI0 4 years Oak (Quercus)

Ell 2 years Oak (Quercus)

EI3 10 years Oak (Quercus)

El4 2 years Oak (Quercus)

EIS 4 years Oak (Quercus)

EI8 2 years Oak (Quercus)

E21 2 years Oak (Quercus)

E2 3 years Oak (Quercus)

E23 4 years Oak (Quercus)

B4 2 years Louro canela (Lauraceae)

E28 1 year and 6 months Oak (Quercus)

E20 1 year and 6 months Ouk (Quercus)

B3l 2 year Oak (Quercus)
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Figure 7. Raman spectra of TiO, samples submitted to calcination. Sample
powders were produced by solvothermal reaction for 72h at 100 °C.
The inset shows the wavenumber red shift as a function of calcination

temperature.
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Figure 4. Raman spectra of TiO; samples recorded with different reaction
(a) temperature (b) time and (c) pH. The inset shows the shift of the E,
mode at 145 cm™ as a function of nanocrystal sizes, which in turn depend

on the reaction parameters.
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Figure S1. PCA of the chemical data, (a) score plot and (b) loading plot.
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‘Table 3. Classification of Brazilian cachagas according to their qualities
using linear discriminant analysis (LDA)

- True group
Model construction e e
Total number of samples 3 9
‘Samples with correct classification 1 8
Individual correet percentage 846%  88.9%
Number of samples = 22
Number of samples correct = 10
Proportion correct = 86.4%
Model validation (“unknown” samples) _ Tmegroup
Hi<6  HI>6
Total number of samples 3 3
‘Samples with correct classification 3 3
Individual correet percentage 1009 100%
Number of samples = 6.
Number of samples correct = 6
Proportion correct = 100 %
N . True group
Test of model of cachagas with known quality =5 —
Total number of samples 3 6
Samples with correct classification 2 5
Individual correet percentage 667%  83.3%

Number of samples =9
Number of samples correct = 7

Proportion correct = 77.8%

Variables: cthyl lactate, dimethylsulphide., lactic acid, lauric acid,
citramalic acid and glycolic acid.
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OPS/images/a13img01.png
Figure 1. Three-dimensional view of the injector. Mt = DC motor;
Cs = gearbox for rotation reduction; Sw = screws; Tp = traction
plate; Ts = traction screw, 15 mm diameter, with trapezoidal thread,
4.0 mm per turn; ch, and ch, = electric switches with sliding rod;
‘mt = springs; em = channels for ftting the movable part; Bs, = DC motor
holding, aluminum plate, 100 x 80 x 15 mm; Bs, = backing plate (PVC),
surface of 25 x 40 cm and 25 mm thick; I = injector, a, b = polyethylene
tubing flow lines, internal diameter of 0.8 mm; On = rubber O-ring seals;
Int = interface for DC motor driving (Figure 2).
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‘Table 3. Median and average concentrations for organic compounds according to the HI values of the cachagas

Average Averag Median Median
Saanpl: <6 Ws6) (HI<6) (HI>6)
Hedonic index 538 6.3 53 63
% vol. 403 402 41 403
Methanol / (mg L) 31 38 21 29
Propanol / (mg L") 179 188 157 163
Isobutanol / (mg L") 196 199 193 204
Isoamyl alcohol / (mg L") 627 810 642 669
1-Butanol / (mg L") 348 33 426 419
2-Butanol / (mg L") 253 29 <LOD <LOD
Hexanol / (mg L) 56 55 55 37
Acetaldehyde / (mg L") 127 232 123 212
Benzaldehyde / (mg L") 33 56 21 555
Butyraldehyde / (mg L") 2.1 05 035 041
Formaldehyde / (mg L") 379 9.7 274 93
Hexanaldehyde / (mg L") 0.07 03 <LOD 023
5-HMF/(mg L") 149 40 Lol 243
Proprionaldehyde / (mg L") 0.15 03 0.06 0.16
Acetone / (mg L") <LOD 25 <LOD <LOD
Ethyl acetate / (mg L) 228 526 164 479
Ethyl butyrate / (mg L") 0.11 8.8 <LOD 0.52
Ethyl hexanoate / (mg L") 0.57 1.0 0.62 093
Ethyl lactate / (mg L") 450 418 357 30
Dimethylsulfide / (mg L") 1.69 0.0 042 0.04
Ethyl carbamate / (mg L") 43 66 46 60
Copper / (mg L) 21 19 12 17
Tron/ (mg L") 04 0.6 <LOD 03
Lead / (mg L") 0.05 <LOD 0.03 0.02
Acetic acid / (mg L) 2711 484 129 417
Latic acid / (mg L") 173 29 65 29
Glicolic acid / (mg L") 0.07 1.0 <LOD 05
Piruvic acid / (mg L") 0.07 04 <LOD <LOD
Succinic acid / (mg L") 0.1 0.2 <LOD 0.14
Citramalic acid / (mg L") <LOD 02 <LOD 0.11
Capric acid / (mg L") 03 1.1 0.13 1.06
Lauric acid / (mg L") 0.19 1.1 0.15 093
Miristic acid / (mg L") 0.18 14 o011 071
Palmitic acid / (mg L") 030 0.7 023 0.52

LOJ

mit of detection
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Table S1. Nanoparticle sizes of different TiO, nanocrystals

Anatase nanoparticle size / nm

Conditions
XRD Raman TEM
100 61 86 58
200 66 838 -
300 74 08 -
400 85 122 -
Calcination temperature / °C P s e -
500 14 153 -
600 Bulk Bulk -
700 Bulk Bulk -
30 70 85 -
Temperature of synthesis / °C %0 75 81 -
100 61 76 -
6 78 75 -
“Time of synthesis / h . ™ I B
I 03 84 -
7 13.1 86 -
2 35 (bulk) 75 -
pH of synthesis 7 10 79 -
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Figure 3. Diagram of the photometer. Sew = sectional view of the acrylic
plate used as a assembling bracket for the photometer; Tr = transistor
BCS47,LED flow cell body, glass
tube (boron-silicate), 50 mm long and 1.2 mm internal diameter; I, and
1, = radiation beams emitted by the LED entering and exiting the flow cell,
respectively; Det = photodetector OPT301 in and out = fluid input and
output, respectively; Si = signal generated by the photometer (mV).
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Figure 2. Diagram of the motor control interface. Mt = DC motor, R,
R, R, and R, = relays; Tr,, Tr, and Tr, = transistor, BCS47; ch, and
ch, = electrical switches with sliding rod. d, and d, = control bits from
the PCL711 interface card.
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igure 5. Effect of the potassium dichromate solution concentration.

‘The curves a and b correspond to dichromate concentration of 0.3 and
02 mol L, respectively.
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Figure 1. Map of local pH measured just afer the immersion. Values along
the x- and y-axes show the relative position of pH-SME in jum. The size
of the x-y scan was 2200 1320 jum, respectively.
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Table 2. Effect of the sampling zone time. Standard solutions of ethanol
used: 0.0, 10.0, 200, 30.0, 40.0 and 50% (v/+). Time intervals for
insertion of sample and reagent solution were both maintained at 2.0's.
Concentration of dichromate and sulfuric acid solutions were 0.2 and
4.0 mol L, respectively

Sampling time /s Linear equation m"i‘:;':m“'t .
10 Y =00274X +0.1913 09479
12 Y =00246X 00156 09807
14 Y =00185X - 0.0102 09953
15 Y =00179X - 00102 09936

16 Y =00167X - 00101 0.9867
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igure 6. Transient signals obiained by varying the time of diluting the
sample with a coil of 20 em long. Numbers on the records refer to the time.
intervals presented to carry out the resampling steps. In this experiment,
a solution of ethanol 30 (v/v) and a reading time of 20 s were used.
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Figure 3. Experimental (local pH) and equilibrium theoretical maps after 4 h. Experimental: (a) local pH. Theoretical evaluations: (b) [Ca®, (¢) [CaPO, ],
(d)[CO.]. (¢) [HCO,]. (F) HA supersaturation, (g) HA Gibbs energy. (h) OCP supersaturation and (i) OCP Gibbs energy.
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Table 3. Effect of the sulfuric acid concentration

Concentration / Linear equation Linear
(mol L) coeficiente (r)
2 Y = 0.0098X" +0.1202 0.9837
3 Y = 0.0162X* +0.0427 0.9919
4 Y =0.0206X: - 0.0300 0.9949
5 Y =0.0367X: - 00291 0.9945

“Ethanol concentration in % (v/v).
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Figure 2. Evolution of local pH measured on titanium and wax for 44 h.
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Figure 4. Diagram of the flow system manifold. V, and V, = three-way
solenoid valves, V, and V, = solenoid pinch valves: Pp = peristaltic pump,
1= automatic injector commutator, Br = reaction coil, 48 cm long and
0.8 mm inner diameter; Cs = carrier luid (water), flow rate at 2 mL min";
R, and R, = sulfuric acid and potassium dichromate solutions, flow rates of
2and I mL min'", respectively; Rec = solution recirculation; De = dilution
coil, 20 cm long, 0.8 mm inner diameter; L, and L, = sampling and
resampling loops, respectively, inner volume of 50 L S = sample, flow
at2 mL min"; Det = photometer, 1= 590 nm; X = flow lines joint device;
ar = air stream, flow rate at 2.5 min"; W, and W, = wastes; If = infrared
detection, Inset A; fin and fout = fluid input and output, respectively. The
arrows indicated the pumping direction. The shaded surface indicated the
other commuting position of the injector. Dashed and solid lines in the
valve symbols indicated the fluid pathway when the valves were switched
on or off, respectively.
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Table 1. Sequence of events to be carried out. V1 and V4 = three-way solenoid valves; V2 and V3 = pinch solenoid valves; Figure 4, I = automatic injector
commutator; numbers 0 and 1 indicated the state of actuation of valves, switched off or on, respectively. The numbers in the last column at right are the
selected values

StepEvent v, v, v, v, 1 time /s
1 filling reagent channel 0 1 0 0 0 20
2 washing reactor with acid solution 0 0 1 0 0 15
3 displacing injector to the injection position 0 0 0 0 1 5
4 photometer calibration 0 0 0 0 0 -
5 washing sample channel 1 0 0 0 0 20
6 displacing injector to the sampling position 0 0 0 0 1 5
7 filling sampling loop 1 0 0 0 0 10
8 displacing injector to the dilution position 0 0 0 0 1 5
9 diluting sample and emptying flow cell 0 0 0 1 0 14
10 displacing injector to the sampling position 0 0 0 0 1 5
11 addition of reagent and sample displacement for detection 0 1 0 0 12
12 reading signal 1 0 0 0 0 20
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Table 5. Result comparison of ethanol in distilled spirits

Proposed procedure / % Reference method / %

o ) )

Cachaga 1 36.67+0.78 37.88+0.03
Cachaga 2 49.96 £0.84 4564 £0.04
Cachaga 3 3499 £0.61 31.20£0.01
Cachaga 4 40.03 £0.49 3588 £0.02
Cachaga 5 38.11£0.22 37.88£0.02
‘Whisky 1 4027 £0.59 40.10 £0.01
‘Whisky 2 40.15£0.76 38.72+0.07

Results are average of four consecutive measurements.
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Figure 5. Optical images of titanium, taken in sifu at SIET equipment,
surrounded by a passive arca of wax and epoxy holder. () Surface of
titanium and wax during the first instants. The pH-microclectrode can be
seen at ca. 45° from the wax-Ti interface towards the center. The black
rectangle shows the area of the pH scan. (b) Surface after 44 h exposure,
with a final thick deposit on titanium.
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Table 4. Performance comparison

Parameter Proposed procedure _Reference 8
Concentration range / % (v/v) 10-50 1042
Linear equation Y=00207X-00534 -
Linear correlation coefficient (r) 09972 -
Limit of detection / % (v/v) 20 -
Limit of quantification / % (v/v) 67 -
Relative standard deviation / % 20 16
(RSD)

Consumption of sulfuric 108 20
acid / pLs

Consumption of sample / pL* 50 26
Potassium dichromate 58 54
consumption / mg*

Effluent volume with potassium 040 -
dichromate / mL*

Total volume of effluent / mL* 07 33
Sampling throughput 34 40
(determination per h)

“Values are related with one determination.
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ure 4. Experimental local pH map after 44 h
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Table 1. Chemical composi

s1 52 s3 R
starch Starch starch starch

ethyl alcohol ethyl alcohol ethyl alcohol -

cellulose cellulose - -

povidone povidone povidone -

magnesium stearate magnesium stearate ‘magnesium stearate magnesium stearate

- Sodium starch glycolate - sodium starch glycolate
- silicon dioxide - -

- disodium edetate - -

- lactose - -

- sodium metabisulfite - -

tale
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Figure S2. 'H NMR spectrum (400 MHz, CDCL) of N-benzyl-2-phenylacetamide (1).
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Table 3. Reaction of phenylacetonit benzylamine in the presence
of reused catalyst

eniry time/h__ Conversion/% __Isolated yield / %

1 19 100 98

2 19 100 98

3 19 100 95

4 19 100 97

5 25/19 10095 95

6 25/19 10095 9%

“The second numbers in the third column correspond to yields after 19 h.
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15C NMR spectrum (100 MHz, CDCL,) of N-benzyl-2-phenylacetamide (1).
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Figure $6. "C NMR spectrum (100 MHz, CDCL,) of N-benzyl-2-phenylacetamide (1) expanded.





OPS/images/a03img10.png
i ~'
_/" v
| ,\
I
i |
N G I

50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35

oy s

Figure S3. "H NMR spectrum (400 MHz, CDCL) of N-benzyl-2-phenylacetamide (1) expanded.
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Figure S4. 'H NMR spectrum (400 MHz, CDCL,) of N-benzyl-2-phenylacetamide (1) expanded.
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Figure S9. 'H NMR spectrum (400 MHz, CDCL.) of N-(2-methoxybenzyl)-2-phenylacetamide (2) expanded.
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Figure S7. FTIR spectrum of N-(2-methoxybenzyl)-2-phenylacetamide (2).
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Figure S8. 'H NMR spectrum (400 MHz, CDCL.) of N-(2-methoxybenzyl)-2-phenylacetamide (2).
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Figure S12. “C NMR spectrum (100 MHz, CDCL) of N-(2-methoxybenzyl)-2-phenylacetamide (2) expanded.
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Figure S13. MS spectrum (EL 70 eV) of N-(2-methoxybenzyl)-2-phenylacetamide (2).






OPS/images/a03img17.png
v N

INr s
- “\%& -

6.051

AN

T T T T T T T y y 0 T T T T T T
75 74 73 72 71 70 69 68 67 66 65 64 63 62 61 60 ppm

N

L e

Figure S10. 'H NMR spectrum (400 MHz, CDCL) of N-(2-methoxybenzyl)-2-phenylacetamide (2) expanded.
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ure S11. "C NMR spectrum (100 MHz, CDCL) of N-(2-methoxybenzyl)-2-phenylacet

2).
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TH NMR spectrum (400 MHz, CDCL,) of N-butyl-2-phenylacetamide (3).

Figure S16.
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Figure S17. 'H NMR spectrum (400 MHz, CDCL.) of N-butyl-2-phenylacetamide (3) expanded.
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re S14. Elemental analysis data of N-(2-methoxybenzy!)-2-phenylacetamide (2).
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Figure S15. FTIR spectrum of N-buts
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Figure S18. 'H NMR spectrum (400 MHz, CDCL.) of N-butyl-2-phenylacetamide (3) expanded.
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Figure S19. "H NMR spectrum (400 MHz, CDCL) of N-butyl-2-phenylacetamide (3) expanded.





