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    Este trabalho concentra-se no cálculo do segundo coeficiente virial quântico, a partir de um potencial desenvolvido recentemente. Este coeficiente foi determinado com 4-5 algarismos significativos na faixa de temperatura de 3 a 100 K. Nossos resultados estão dentro do erro experimental. Três contribuições para o valor total deste coeficiente são o espalhamento quântico (contribuição de estados no contínuo), o estado ligado (contribuição de estados discretos) e o gás ideal quântico; discutimos estas contribuições separadamente. A contribuição mais importante é do espalhamento quântico, enquanto que as contribuições menores são dos estados discretos. Uma análise da sensibilidade foi realizada em função da temperatura para um parâmetro na região de curto alcance do potencial e para três parâmetros na região de longo alcance do potencial. Para ambas as temperaturas consideradas, 10 e 100 K, o coeficiente de dispersão C6 foi o mais significativo, e o termo dispersão C10 foi o menos significativo para o resultado total. Em geral, a precisão exigida para descrever os potenciais diminui com o aumento da temperatura. A precisão total e a relação dos parâmetros com os erros experimentais são discutidas.

  

   

  
    This paper focuses on the calculation of the quantum second virial coefficient, under a recently developed potential. This coefficient was determined to within 4-5 significant figures in the temperature range from 3 to 100 K. Our results are within experimental error. The three contributions to the overall value of the coefficient are the quantum scattering (continuum state contribution), the bound state (discrete state contribution) and the quantum ideal gas; we discuss these contributions separately. The most significant contribution is from the scattering states, whereas the smaller contributions are from the discrete states. A sensitivity analysis was performed as a function of temperature for one parameter in the short-range region of the potential and for three parameters in the long-range regions of the potential. For both temperatures considered, 10 and 100 K, the C6 dispersion coefficient was the most significant, and the C10 dispersion term was the least significant to the overall result. In general, the precision required to describe the potential decays as the temperature increases. The overall accuracy and the relationship of the parameters to the experimental errors are discussed.

    Keywords: quantum virial, helium-helium, scattering phase shift.

  

   

   

  Introduction

  A quantum second virial coefficient calculation provides important information that is necessary for analyzing model potentials, for this calculation involves low temperature data.1 These potential energy function can be obtained by a direct procedure, such as fitting parameters to experimental data, or, conversely, by an inverse problem treatment, in which experimental properties are treated first.2-5 The potential refinement is very important in chemistry and is performed whenever new reliable data become available. Accurate values of helium properties, such as the low-temperature experimental virial coefficient, can be determined6-8 and experimental 4He2 dimers can be identified.9-15 Thus, a comparison between theory and experiment is an important test for the quality of the interatomic He potential.

  Several He-He intermolecular potentials are discussed in the literature.16-20 The most recent potential has not been tested against thermodynamic and transport property data,21 such as the quantum second virial coefficients. In the present work, a study of this recent potential was conducted using second virial coefficient data at low temperature.The quantum virial coefficient can be determined by evaluating the quantum ideal gas term, the scattering phase shift dependence on angular momentum22-29 and the bound states by Levinson's theorem.25-26

  This low-temperature second virial coefficient calculation is an important step to test the quality of the potential under consideration. Together with this quantum calculation, a sensitivity analysis on the dispersion coefficients is also performed. This test is very important, especially in low energy conditions when the potential parameters are more sensitive. The results obtained in the present work will be compared to experimental data for the helium-helium system.22-24

   

  Experimental

  The partial wave method

  A numerical solution to the Schrödinger equation is the first step to providing information about the quantum virial coefficient. In the scattering process, the Schrödinger equation can be written as

  
    [image: Equation 01]

  

  where k2 = 2µE/ħ2, l is the angular momentum, µ is the reduced mass and E is the energy of the relative motion. After the collision process, the scattered wave function is

  
    [image: Equation 02]

  

  The phase shift, δl, carries all of the necessary information to describe the scattering, as it represents a phase that is accumulated along the scattering process with respect to a free particle. If no potential were present, the phase shift would be zero. The phase shift was calculated by the renormalized Numerov method, which is a very robust numerical procedure for solving equation 1.30 Riccati-Bessel functions were used to match Schrödinger equation solutions at a maximum scattering coordinate.31 At this point, wavefunction continuity are imposed and the scattering matrix (or phase shift) can be 
    established.32

  Quantum virial coefficient

  The equation of state for the helium system can be represented by pkB T = r + B(T) ρ2, in which r is the density and B(T) is the second virial coefficient. The classical second virial coefficient is not appropriate to describe the helium equation of state at temperatures lower than 100 K.22 Instead, the exact quantum second virial coefficient expression relating the phase shift and the energy of bound state is used for an accurate system description.6,23,24 The molar virial expansion is represented in the form

  
    [image: Equation 03]

  

  in which e is the He2 binding energy for zero angular momentum, kB is Boltzmann's constant and

  
    [image: Equation 04]

  

  with σ = 2.556 Å. The dimensionless variables q and q0 were conveniently introduced in formulating the problem and are related to the collision energy and temperature, respectively. For further comparison, if q = 1 for the system under consideration, the collision energy will be E = 1.60 × 10–4 eV. 
    Moreover, q0 = 1 will correspond to T = 1.85 K. Other transformations can be obtained with this reference. As the energy increases, the phase shift will gradually approach zero, and the integral term in equation 3 will converge.

  For the 4He dimer, the ideal part of the second virial coefficient, Bideal, considers the Bose statistics, and no intermolecular forces are considered.33 This term is important at low temperature and approaches zero at higher temperature. The inclusion of the discrete energy levels, with only one rovibrational state for He2 in the partition function, gives rise to the second term in equation 3, Bbound. A contribution from the scattering states comes from the third term, Bphase, in which the phase shift has to be considered. This term is the most important one in establishing the second virial coefficient for the helium system.22

  Potential energy function

  For the description of the system, an accurate potential developed by Varandas21 was employed. This potential is given by a Hartree-Fock short-range energy and a long-range 
    correlation energy, Ep(R) = VHF(R) + Vcor(R), in which,
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  and
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  are used to define the potential. The function, Xn(R), is

  
    [image: Equation 07]

  

  The value in atomic units of the damping function coefficients are: ρ = 10.9424025, α0 = 16.36606, α1 = 0.70172, β0 = 17.19338 and β1 = 0.09574. The other necessary parameters to determine the potential are given in Table 1.

  
    

    [image: Table 1. Parameters for the helium]

  

  Data in the literature16-20 show that the He dimer potential well at 10.9 K and a nuclear equilibrium distance of 2.97 Å only support a single bound rovibrational state with a binding energy of approximately –1.176 mK,34 which is the weakest bound state ever discovered. Due to this extremely weak interaction, the wave function must be delocalized over a large intermolecular distance. The mean intermolecular distance for He at the ground state is approximately 50 Å.9-15

  The minimum energy value (D = 11.0 K) and the equilibrium distance (Re = 2.965 Å) predicted by the potential used here are in agreement with previous results in the literature.16-21 This proposed potential energy curve is investigated, by comparing the calculated exact quantum second virial coefficient with the experimental results at low temperatures.

  The quantum scattering calculation

  Calculation of the quantum second virial coefficient requires a solution to Schrödinger's equation and, after appropriate boundary conditions, the quantum phase shift calculation. The renormalized Numerov algorithm that propagates the ratio of wave functions was used to calculate the scattering matrix from which the phase shift was found.30 Propagating the ratio of the wave function at two consecutive points, such as [image: Equation 08] is the essential idea behind this renormalized method; here, h is the integration step size. This procedure will provide a very stable propagator, even into the classically forbidden regions. A critical analysis of this method appears in the literature.35

  Levinson's theorem relates the zero energy phase shift to the number of bound states supported by the potential using

  
    [image: Equation 09]

  

  Here, nl is the number of bound states for the given angular momentum.35 The 4He2 molecule was experimentally detected by several groups.9-15 For l > 1 the helium molecule was not detected, a fact that was also confirmed numerically in this study.

  For large angular momentum states, the centrifugal term will dominate the collision process, and the scattering process will occur with negligible changes in potential energy. At this point, phase shift will decrease to zero. Therefore, the quantity G(q), which is necessary to calculate the second virial coefficient, will converge for a maximum angular momentum, lmax.6,23 By angular momentum conservation, one can estimate this maximum at lmax ≈ kRmax, in which Rmax is the potential range. The quantity lmax is the maximum angular momentum required to achieve cross section convergence.

  The quantity  is shown in Figure 1, using the Varandas potential. The maximum angular moment in the range of 20 < lmax < 80 gives a convergence of at least 4(lower temperatures)-5(higher temperatures) significant figures for energies in the range 0 < q < 80. The G(q) curve presents a primary peak near q = 0, which is predicted by Levinson's theorem. As observed for temperatures under 30 K, the integration process must be performed until q = 14, which is the convergence point for the energy. The phase shifts were calculated at intervals of Δq = 0.005. Numerical integration was performed using Simpson's method together with a cubic spline interpolator.36,37 Integrated results were confirmed to be within 4-5 significant figures.

  
    

    [image: Figure 1. A plot of the function]

  

   

  Results and Discussions

  The present calculation of the quantum second virial coefficient was performed with 4-5 significant figures, and the results are shown in Table 2. A comparison is made with experimental and theoretical calculation. The second virial coefficient error calculated in the present work is within 0.1 cm3 mol–1 for temperatures above 10 K, but this result increases to 0.63 cm3 mol–1 for T = 3 K. Guided by the experimental error of 0.6 cm3 mol–1 for lower temperatures, one may conclude that the potential used in the present calculation is appropriate in this temperature range.8,38

  
    

    [image: Table 2. Second virial]

  

  Term contribution

  We discuss the individual contributions to the second virial coefficient expansion in equation (3). The first term is a Bose-Einstein ideal gas contribution, the second term is the bound state contribution, and the third term is related to atomic interaction as determined by the phase shift information.

  The quantum ideal gas term,33

  
    [image: Equation 10]

  

  is significant at low temperature and decreases in importance as the temperature is increased. For example, this term contributes approximately 11% at 3 K and 0.7% at 100 K. Due to the Bose-Einstein statistics, this contribution is always negative for the second virial coefficient. For room temperature, this term can be neglected.

  The existence of a 4He diatomic molecule for the potential under consideration makes it necessary to consider the bound state term,

  
    [image: Equation 11]

  

  This contribution to virial expansion represents 0.07% at 3 K and decreases at large temperatures to 10–4% at 100 K; these values are much smaller than the ideal quantum gas correction. In fact, error in the bound state energy will not have a considerable effect on the second virial coefficient data.

  However, the phase shift contribution to virial calculation,

  
    [image: Equation 12]

  

  is significant; therefore, quantum virial coefficient data at low temperatures are a good test of novel potential functions. For example, Bphase at 3 K represents 88.6% of the total contribution to the coefficient. In Table 3, we show the individual contributions of these three terms from 3 K to 100 K.

  
    

    [image: Equation 13]

  

  Sensitivity analysis

  An important issue involves the question of how the potential energy function has to be to reproduce a desired property. The answer is provided by the sensitivity analysis.39 This question was analyzed, and the results are shown in Table 4. Accordingly, the uncertainties established are greater than those established with the Varandas potential.21

  
    

    [image: Equation 14]

  

  The sensitivity of the second virial coefficient is greater for the C6 dispersion term and smaller for the C8 and C10 terms; these results are presented in Figure 2. The short-range γ Born-Mayer type parameter importance, shown in the figure, is as relevant as the C8 term. The temperature dependence of the potential parameters is the important information that is obtained from Figure 2. It is clear that all terms become less important as the temperature is increased.

  
    

    [image: Figure 2. Parametric sensitivity]

  

  The second virial coefficient experimental error will be assumed to be ± 0.01 cm3 mol–1,8 which is below the average experimental error. One might then ask what will the allowed error in the potential parameter be, at a given temperature, to give this experimental error. As stated in the potential model used here,21 the errors in the dispersion coefficient C6, C8 and C10 are 10–12, 10–8 and 10–6, respectively. This result is not compatible with the sensitivity of the dispersion coefficient, as presented in Table 4. The variation in these parameters, even for 100 K, is well below the data used in the construction of the potential model.21 For lower temperatures, the variation in these parameters is more restricted but still below the assumed experimental error.

  A family of potential energy curves is an acceptable method used to reproduce the second quantum virial coefficient. For example, the potential used in the present work is similar to other potentials in the literature,16 and the calculated quantum second virial coefficient will provide data within experimental error if these potentials are used; we emphasize this point in Table 2. Experimental error provides a rule to be followed in modeling potential energy function. Therefore, if accurate information is used, such as the quantum second virial data, important restriction on the potential model is imposed.

   

  Conclusions

  Quantum second virial coefficient for the 4He2 system were calculated in the present work for a novel potential over the temperature range from 3 to 100 K. Calculations in this temperature range showed classical or semi-classical behavior that were not sufficient to adequately describe the second virial data. Our results are in agreement with experimental errors. For example, the difference between our theoretical results and the experimental data are 0.63 cm3 mol–1 for T = 3 K and 0.095 cm3 mol–1 for T = 100 K.

  Contributions from the bound state term, the Bose-Einstein interaction and the phase shift were discussed. The first two terms showed a small influence on this coefficient. For example, at 3 K, the bound state contribution is 0.07% and the Bose-Einstein is 11%, while at the same temperature, the phase shift term contributes 89% to the total second virial coefficient.

  Under the inverse problem theory framework, a potential parameter sensitivity analysis was also studied. The calculated uncertainties in the parameter were, in fact, greater than the precision used to construct the potential used in the present calculation. For example, to be within experimental error, the dispersion coefficient C6 can have uncertainty as small as 10–4 au, which is well above the theoretical calculation of 10–14 au.

  Theoretical calculations with the potential function proposed by Varandas and used in the present work are within experimental error. In fact, it was difficult to select the best potential that describes helium-helium interaction at low temperatures. Sensitivity analysis has shown that the precision in the potential parameters is beyond that which is required to reproduce the experimental quantum second virial coefficient; therefore, a set of potentials is acceptable.
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    Espectroscopia fotoacústica foi utilizada tanto para obter algumas propriedades ópticas de óleos de soja, canola e oliva quanto para avaliar as alterações ocorridas devido ao tratamento térmico dos óleos. A intensidade do sinal fotoacústico normalizado e a sua fase foram medidas, independentemente, como uma função do comprimento de onda da fonte de radiação. Amostras de óleo foram aquecidas por 30 min após atingido o ponto de fumaça visando sua degradação. Depois disso, as amostras de óleo foram resfriadas e medições fotoacústicas foram conduzidas de forma a obter os espectros de absorção de amostras em ambas as condições degradadas e não degradada. A comparação entre as duas condições indicou que as amostras de óleo degradado exibiram alargamento das bandas de absorção na região ultravioleta do espectro, em relação à respectiva amostra com óleo não-degradado. Os picos das referidas bandas de absorção apresentaram um desvio para a região do vermelho.

  

   

  
    Photoacoustic spectroscopy was used to obtain optical properties of edible soybean, canola and olive oils as well to evaluate the oil modifications induced by thermal treatment. The normalized photoacoustic signal intensity and its phase were independently measured as a function of wavelength of the radiation source. The oil samples were heated up to the smoke point and then for additional 30 min in order to degrade them. After, the oil samples were cooled down and photoacoustic measurements were conducted in order to obtain the absorption spectra of samples at both degraded and non-degraded conditions. Comparisons between the two conditions indicate that the degraded oil samples exhibited widening of the absorption bands in ultraviolet region of the spectra, relative to the respective non-degraded sample. Also, the peaks of those absorption bands presented a red shift.

    Keywords: thermal degradation, fatty acid, food process, physicochemical properties, vegetable oil

  

   

   

  Introduction

  The photoacoustic spectroscopy (PAS) is a useful photothermal technique to obtain thermal and optical parameters of materials based on heat transfer due to absorption of radiation by the matter.1 Many applications of this technique is found in the scientific literature, such as adulteration studies in powdered coffee,2 kinetic study of Maillard reactions in milk powder,3 and measurements of thermophysical properties of poly(3HB) and poly(3HB-co-3HV) polymers.4

  PAS is based on the photoacoustic effect discovered by Alexander Graham Bell in 1880.5 This effect is obtained in a closed chamber which is filled with a gas (in general, air) and contains a transparent window which permits a modulated (chopped) radiation to reach the sample. If the sample absorbs this modulated radiation then heat is produced due to non-radiative de-excitation processes within it. Then the heat is transferred to the gas as according to the frequency of the radiation modulation. The gas acts as a piston in order to produce a sound wave which is detected by a microphone connected to the chamber.6-10 As the microphone signal is proportional to radiation absorption by the sample, PAS gives results similar to absorbance spectra, i.e., conventional optical absorption spectroscopy. Also, as the signal depends on the modulation of the radiation source, PAS is able to perform a depth profile of the absorption in the sample, that is, at high modulation frequencies absorption information about the sample near the surface is obtained, while at low modulation frequencies the data come from deeper within the sample.8,10

  Vegetable oil is a valuable and versatile compound used as stabilizer, additive or raw material in the foodstuffs production. Its composition includes triacylglycerol (95 to 98%) and mixtures of minor compounds (2 to 5%) such as glycerides, free fatty acids, phospholipids, carotenoids, chlorophylls, sterols, tocopherols, proteins, resinous and mucilaginous materials and oxidative products.11-13

  Triacylglycerols are lipids whose molecules are formed by a glycerol of which each –OH group is acylated with a fatty acid. These compounds constitute the major part of the lipids present in both animals and plants. Physical-chemical characteristics of triacylglycerols, such as crystallization properties and melting point, are strongly influenced by the length of fatty acid chain and by the presence/absence of double bonds. Indeed, double bonds (unsaturations) generate more branched fatty acid chains, hindering the molecules packing. As a consequence, the melting points of unsaturated triacylglycerols are lower than those containing only saturated fatty acids. In addition to affecting the physical properties, unsaturation makes the fatty acid chains more susceptible to oxidation, which is often deleterious for the technological quality of the products. The oxidation of triacylglycerols is a complex set of reactions involving radical mechanisms, generating not only off-flavor compounds (aldehydes, ketones, hydrocarbons, among others), but also polymers, due to the formation of covalent bonds between chains of different molecules. The polymerization of fatty acids chains in triacylglycerols triggers an increase in the viscosity of the oils, being favored when it is exposed to high temperatures, e.g., during the fry processes.11,13

  Different types of vegetable cooking oils are used in the food industry to prepare deep-fried foods. The evaluations of physical-chemical modifications due to the deep frying temperatures exposure are used in the quality control of oils and fats in the food industry.14 It has been observed a growing number of research activities dealing with the development of new and rapid methods for quality assessment of oils and their derivatives that do not require separations steps such as gas and liquid chromatography. The chromatographic operations are expensive and time-consuming when compared with spectroscopic methods, which are cost-effective, rapid, and non-destructive. Spectroscopic methods could be also used for detecting oil adulteration and for using in oil routine analyses.15 Sikorska et al.15-16 reported the applicability of total luminescence spectroscopy for characterization of vegetable oils and monitoring their changes during photo and auto oxidation.

  PAS is a suitable technique to obtain optical absorption spectra of vegetable oils because this class of compounds is known for their physical characteristics: highly ultraviolet (UV) absorbent due to unsaturated fatty acids,14 and light-scattering samples (when degraded) due to arising of polymeric compounds. Then, they are unsuitable for conventional optical absorption spectroscopy, i.e., absorbance spectroscopy, since they give featureless spectra (UV saturation spectra) without dilution in organic solvents. On the other hand, those physical characteristics are not problems for PAS, which gives good optical absorption spectra of non-degraded and degraded oils without dilution in solvents. To our knowledge, there are scarce reports on the application of photoacoustic spectroscopy technique to the analysis of edible oil samples.

  Photoacoustic spectroscopy theory

  In PAS,1,5-10,17 the heat propagation is considered in one dimension as shown in Figure 1, which depicts a closed cylindrical photoacoustic chamber. Chopped modulated radiation with frequency f reaches a transparent window of the chamber and illuminates the sample, which is placed against a non-absorbing backing material. The chamber is filled up with a non-absorbing gas, frequently ambient air. The radiation absorbed by the sample is converted in heat by non-radiative conversion mechanism. As the produced heat is periodically transferred to the gas according to the modulation frequency, only a thin adjacent layer of the gas acts as a piston in order to produce a sound wave which is detected by a microphone. This layer is shown in Figure 1. As the pressure fluctuation in the gas is proportional to the heat emanating from the sample, the photoacoustic signal intensity (absolute value) is proportional to the absorbed radiation by it in the wavelength λ:

  
    [image: Equation 01]

  

  where K = constant of proportionality which is given by thermal properties of the sample, geometry of the chamber and instrumentation of the photoacoustic system; Iabs = absorbed radiation intensity by the sample in the wavelength λ; and ηs = non-radiative conversion efficiency of the radiation absorbed by the sample. Then the photoacoustic signal |S| depends on the absorbed radiation and the thermal properties of the sample.

  
    

    [image: Figure 1. Sketch of the closed]

  

  The expression for the normalized photoacoustic signal, that is, the ratio of the photoacoustic signal produced by the sample to that produced by a black absorber is a hard mathematical challenge obtained firstly by Rosencwaig and Gersho.5 The heat propagation across the whole chamber is governed by heat diffusion equations of each medium coupled via boundary conditions at the interfaces (Ta = Tb and kadTa/dx = kbdTb/dx, a and b are adjacent media, T is temperature and k is thermal conductivity). After all mathematical treatment, the normalized photoacoustic signal (Sn) produced by the microphone is:5-10,17

  
    [image: Equation 03]

  

  where rs = βs/σs, βs is the sample optical absorption coefficient, σs = (1 + i)as with i = (–1)½ and as = (π f /αs)½, αs is the sample thermal diffusivity, bnm= knan /kmam (n = g, s, b, that is, g = gas, s = sample, b = backing), and LS is the sample thickness. This equation is a complex mathematical function of the optical, thermal and geometrical parameters of the system, and it governs our results for all the chopper frequencies.

   

  Experimental

  The photothermal spectrometer

  The photothermal spectrometer depicted in Figure 2, is composed of a Sciencetech monochromator (model 9055F), a Stanford Research System SR (540) mechanical slotted wheel chopper and a 450 W Xenon lamp (Thermo Oriel) used as excitation source. The homemade photoacoustic chamber can be placed in a horizontal table in order to work with liquid samples at controlled temperature by a thermostatic bath. The measuring system was composed by a lock-in amplifier (Stanford Research System SR 830) locked at the chopper frequency. Data were acquired automatically and the system was controlled by a computer via a GPIB interface.

  
    

    [image: Figure 2. Experimental setup]

  

  The photoacoustic chamber

  The homemade photoacoustic chamber is depicted in Figure 1. It is consisted by an aluminum body and possesses a fused silica window. The sample is placed on an acrylic backing material. The microphone is a Brüel & Kjaer model 4192 using a conditioning amplifier model Nexus, which is connected to the lock-in amplifier.

  Sample preparation

  The edible soybean, canola and olive oils were obtained commercially from a reliable source. Volumes of 10 mL of oil samples were heated up from temperature of 22 ºC to the smoke point of each one: 234 ºC for soybean oil, 248 ºC for canola oil and 217 ºC for olive oil. The oils were continuously heated up for 30 min to reach the respective temperatures: 345 ºC for soybean oil, 353 ºC for canola oil and 318 ºC for olive oil to assure that oil samples were completely decomposed. The oils were cooled to 22 ºC in order to obtain the photoacoustic spectra measurements. The volume of sample inserted in the chamber was in the range of 0.2 to 0.3 mL (three drops approximately). Each sample was placed on the acrylic backing material of the photoacoustic chamber for each spectrum scanning in the 220 to 1200 nm wavelength range. Each experiment was carried out in duplicate.

  Spectrophotometric measurement of the oils

  The results obtained by PAS were compared with a conventional method utilizing a spectrophotometer (Cary 50, 
    Varian, Mulgrave, Australia) in the 190 to 1100 nm wavelength range. Absorbances of samples were measured using a cuvette with a path length of 1 cm. The baseline was obtained using as reference ambient air inside the cuvette.

   

  Results and Discussion

  Figures 3 and 4 show the photoacoustic spectra of non-degraded olive, canola and soybean oils at 40 Hz of chopper frequency in the 220 to 1200 nm wavelength range, in ambient temperature.

  
    

    [image: Figure 3. Photoacoustic]

  

  
    

    [image: Figure 4. Photoacoustic]

  

  Figure 3 is the normalized signal intensity (Sn = |Sn|) and Figure 4 is the respective normalized phase (Fn). As according to the figures, the phase spectra are inverted to signal intensity showing a transmission-like behavior. Fn represents a phase lag between the moment of radiation illumination and the signal amplification by the lock-in, and so it strongly depends on the chopper frequency.

  Figure 4 shows that in the region of radiation reflection by the samples, i.e., above at about 390 nm, the phase lag is null, and below that point, where the samples absorb radiation, the phase lag is strong. According to equation 2, Sn is a complex function which gives intensity and phase signals, shown in Figures 3 and 4, respectively. The peaks are at about 240 nm for olive oil and 250 nm for canola and soybean oils in the Sn spectra. In the phase spectra, the peaks are at about 270 nm for olive oil and 300 nm for canola and soybean oils. The difference among those peaks in Sn and Fn spectra is related to chopper frequency and instrumental phase shifts, then in order to compare to absorbance spectrum peaks, we have to consider only the Sn spectrum. The peaks in ultraviolet region (UV) of the absorption spectra of vegetable oils are related to π-π* and the forbidden n-π* electronic transitions due to C=C (non-conjugated double bond) and C=O (carbonyl groups) of unsaturated fatty acids, respectively.18-19 The thinner band of olive oil and its blue shifted peak in that region is related to higher concentration of unsaturated fatty acids compared to the other two oils.20 All spectra measured are in the correct range of absorption of fatty acids presents in vegetable oils.21-22

  Figures 5 and 6 show the photoacoustic spectra of degraded olive, canola and soybean oils at 40 Hz of chopper frequency in the 220 to 1200 nm wavelength range, in ambient temperature. Figure 5 is the normalized signal intensity (Sn) and Figure 6 is the respective normalized phase (Fn). As in the former case, the phase spectra show transmission-like behavior. All the peaks in the Sn spectra for the degraded oils are red shifted: at about 270 nm for olive oil, i.e., 30 nm of shifting, and 257 nm for canola and soybean oils, which is 7 nm of shifting. Also, all the peaks are red shifted in the phase spectra: at about 373 nm for olive oil, this is more than 100 nm of shifting, and 324 nm for canola and soybean oils, i.e., 24 nm of shifting. As well known, peak shifts in absorption spectra represent molecular compounds alterations in the samples.
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    [image: Figure 6. Photoacoustic]

  

  As shown in Figures 5 and 6, all the absorption bands presented wide broadening for the degraded oils, but for olive oil this behavior was wider. This band broadening explains the color darkening of the degraded oils, mainly for olive oil which passed from light yellow to dark brown color. Also olive oil, which is higher in viscosity than the other two oils in ambient temperature, presented the highest viscosity after the temperature degradation. Furthermore, the Fn spectrum of olive oil is phase shifted throughout the spectrum as shown in Figure 6, which could be related to more light-scattering after the degradation. As olive oil is composed by 83.6% of unsaturated fatty acids,20 it suffers great alterations when heated,23 presenting more intense degradation by temperature rise showing more viscosity increasing than that for canola and soybean oils. Then, more viscosity increasing represents more radiation absorption, causing band broadening in the absorption spectra. Canola oil presented the smallest band broadening as shown in Figure 5. This behavior is probably associated to small viscosity increasing as compared with the other two oils after the temperature degradation.

  In order to compare PAS with conventional optical absorption spectra, Figure 7 shows the absorbance spectra of olive oil, both non-degraded and degraded, obtained with a Varian spectrometer in the 200 to 1100 nm wavelength range.

  
    

    [image: Figure 7. Conventional absorbance]

  

  Both spectra were saturated below 420 nm for the degraded oil and below 300 nm for the non-degraded one. In order to resolve the UV absorption bands of the oils in this conventional absorption spectroscopy, we would have to dissolve them in appropriate non-polar organic solvents, such as petroleum ether, diethyl ether14 and n-hexane. This shows the power of PAS over absorbance spectroscopy, since PAS gives good UV absorption spectra without the necessity of oil dilution. Also, Figure 7 shows the broadening of the UV absorption band for the degraded olive oil and the whole spectrum is shifted to higher absorbance, even for the infrared region where the oil is non-absorbing. This behavior is consistent to the increasing of viscosity of the degraded oil due to polymerization of degradation products.14 Thus, the arising of polymerized products increases the absorbance over the whole wavelength range, and this is characteristic of light scattering samples. Also, this is consistent to Figure 6, which shows photoacoustic phase shifting throughout the spectrum for the degraded olive oil. As we can see, absorbance spectra of undiluted oils are UV-saturated (optical saturation) and are featureless, i.e., without the entire absorption band (a Gaussian curve format). Then, we do not show the absorbance spectra for the other two oils because they presented the same behavior (UV-absorption saturation).

  The physical and chemical properties of the non-volatile compounds of the studied oils change when they are heated to the smoke point. These changes involve fatty acid decreasing, increasing of viscosity and density, color alterations, and changes of concentrations of free fatty acids, polar substances and polymeric compounds.24-25 All these changes result in peak shifts and absorption band broadening as shown in Figures 5 and 6. The peak shifts and absorption band broadening is due to high temperatures heating after the smoke point of the oils, which starts the oil degradation. In the beginning of heating, the oils present a viscosity decreasing due to higher freedom degree of their molecules, following by volatile and substance losses, such as peroxides, epoxides, hydroxides and ketones, which provoke viscosity increasing and color darkening due to non-polar compounds arising, and dimerization and polymerization.14

   

  Conclusions

  This paper presented an application of a particular photothermal technique, PAS, to study optical properties of edible oils. From the experimental point of view, this technique provides a powerful investigation of such properties since it produces non-saturated spectra for strongly UV-absorbing and highly light-scattering oil samples, without the necessity of dilution in hazardous organic solvents. Nevertheless, dilution causes solvent-solute interaction which shifts the absorption band peaks, and so it is undesirable for obtaining optical absorption spectra of pure samples. Then, despite the complexity of the PAS theory, it was obtained good optical absorption spectra of the studied oils, which gave saturated UV-absorbance conventional spectra (without dilution). The peak shifts and band broadening of the PA spectra, after the heat degradation, are related to molecular compounds alterations of the studied degraded oils. We believe the data will assist in the ongoing efforts being made to understand the temperature degradation of these important commercially edible oils, and also show the power of PAS over absorbance spectroscopy for studying this type of compounds.
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    O aumento do número de motocicletas nas grandes cidades brasileiras é decorrência de uma série de fatores, como o congestionamento, o baixo custo, mobilidade, poucos estacionamentos e transporte público deficiente, tornando-se um importante fator na deterioração da qualidade do ar. Neste contexto, o monitoramento das emissões veiculares é essencial para o entendimento da contribuição na poluição atmosférica. Neste cenário, foram amostradas as emissões de motocicletas em um ensaio dinamométrico e analisadas por cromatografia gasosa e analisadores automáticos de acordo com a Norma EC/97/24 (European Commission). As emissões das motocicletas usando gasolina comercial (com 22% de etanol) foram usadas em combinação com dados meteorológicos e poluentes em ar ambiente para a cidade do Rio de Janeiro (Brasil) no período do inverno de 2011, empregando o modelo de trajetórias OZIPR (Ozone Isopleth Package for Research) e o modelo químico SAPRC99 (State-wide Air Pollution Research Centre) para avaliar o impacto na formação do ozônio na troposfera da cidade do Rio de Janeiro para os próximos anos. Os resultados indicam que os níveis de ozônio irão ultrapassar os limites estabelecidos pela legislação nacional dentro de três anos. O estudo também demonstrou que as taxas de emissão dos poluentes legislados atendem os níveis recomendados pela legislação brasileira para todas as fases propostas. O incremento nas concentrações de ozônio ocorre em função das elevadas emissões de compostos orgânicos voláteis reativos em uma atmosfera já com níveis elevados de óxidos de nitrogênio (NOx). Diante deste cenário, medidas adicionais são necessárias para o gerenciamento das emissões das fontes móveis.

  

   

  
    The increase in the number of motorcycles in large Brazilian cities is due to several factors such as traffic, low cost, mobility, few parking lots and the low efficiency of public transportation, becoming an important factor in air quality deterioration. In this context, vehicle emissions monitoring is essential to understand the contribution to air pollution as a whole. In this scenario, the emissions were sampled on a motorcycle dynamometer test bench and analyzed by gas chromatography and on-line analyzers according to the EC/97/24 standard (European Commission). Emissions from motorcycles using commercial gasoline (with 22% of ethanol) were used in combination with meteorological data and ambient air pollutants for Rio de Janeiro City (Brazil) during the Winter of 2011, using the trajectory model OZIPR (Ozone Isopleth Package for Research) and the chemical model SAPRC99 (State-wide Air Pollution Research Centre) to assess the impact on the ozone formation in the troposphere of Rio de Janeiro for the next several years. The results indicate that ozone levels will exceed the established limits by national legislation within three years. The study also showed that pollutant emission rates stay in agreement with emissions recommended by the Brazilian legislation for all phases. The increase in ozone concentration occurs due to high emissions of reactive volatile organic compounds in an atmosphere with high levels of nitrogen oxides (NOx). Given this scenario, additional measures are necessary to manage emissions from mobile sources in the future.

    Keywords: atmosphere, modeling, motorcycle, tropospheric ozone, volatile organic compounds

  

   

   

  Introduction

  Concern with the environment is becoming a common issue in the society. The improvement of the air quality, mainly in large urban centers, is essential to the public health. However, anthropogenic activities, mainly from transport in large cities, combined with unfavorable weather conditions have contributed to an increase of pollutants in the atmosphere.

  Global problems, such as the greenhouse effect, caused mainly by the release of undesirable compounds generated by human activity, justify the worldwide concern about this issue. Thus, the scientific community increasingly craves new technologies to understand and improve the composition of the atmosphere. Many of these technologies seek to control and monitor air quality.

  Products of internal combustion engine vehicles can be considered one of the most polluting activities mainly due to the large number of vehicles in cities. The low quality and quantity of public transportation is one of several reasons for vehicle fleet growth in metropolitan regions. According to the latest report on air quality for the São Paulo State (Brazil), vehicles are responsible for 97% of CO, 77% of hydrocarbons (HC) emissions, 82% of nitrogen oxides (NOx), 36% of SO2 and 40% of particulate matter (PM). In addition, motorcycles contribute 16% of the total CO and 13% of the total HC.1

  Motorcycles are a rising form of transportation in large cities across the world, especially in emerging countries such as China, India and Brazil. The intensive use of motorcycles is explained by their high mobility in increasingly congested cities that lack affordable public transport as a motorcycle with a less powerful engine (150 cc) usually costs 20 to 25% that of a small car and is also associated with low fuel consumption, ease of parking and low maintenance cost. These advantages outweigh the inherent dangers of this form of transportation and other disadvantages such as interfering rain and the high cost of insurance. Brazil recorded 428,970 traffic accidents in 2008, the number of vehicles involved was 597,786, of which 246,712 were cars and 200,449 were motorcycles.2

  Given the facts presented and the potential increase in the amount of hydrocarbons in the atmosphere due to motorcycles, the net effect of ozone formation in cities such as Rio de Janeiro is also enhanced by high nitrogen oxide levels.

  The large fleet growth in recent years, combined with high emission factors for such vehicles (caused by the absence of electronic fuel injection, catalysts and anti-evaporation systems), resulted in the need to implement more specific regulations. Thus, in February 2002, the Program for the Control of Motorcycles and Related (PROMOT, CONAMA, Brazil), which established emission standards for three phases, was created. The first phase started in January 2003, the second phase started in January 2006 and the third phase started in January 2009. From the implementation of PROMOT, companies began to introduce technological improvements to suit pre-set limits to reverse the current degradation of air quality.

  The experimental study of vehicle emissions, ambient air and meteorology, together with air quality modeling studies, is a powerful tool in forecasting scenarios. Scenarios for future situations mean that a locality can try, for example, to increase and/or change vehicle fleet and fuel composition and the occurrence of adverse weather events.3

  To perform simulations of tropospheric ozone formation from motorcycle emissions, the trajectory model OZIPR (Ozone Isopleth Package for Research) coupled with the chemical model SAPRC (State-wide Air Pollution Research Centre) was used.4 Both are public domain, have wide acceptance in academia and international agencies and are relatively simple to work with. Moreover, its chemical mechanism is extremely detailed for photochemical reactions in the troposphere. The trajectory model OZIPR5 was developed by the United States Environmental Protection Agency (US EPA) as a support for the scenario forecasting of urban air pollution episodes.3,6,7

  It is important to remember that the effect of a given emitted volatile organic compound (VOC) in ozone formation will depend not only on the VOC reaction rate and its reaction mechanism but also on the nature of the air where the VOC is emitted, including the effect of other pollutants and their concentrations.8

  This study aimed to assess the overall impact of motorcycle emissions on air quality in large cities such as Rio de Janeiro by studying the profile of current fleets and estimates for future scenarios and identifying their emissions in classes of compounds.

   

  Experimental

  Motorcycle emissions sampling

  Samples were collected during emission testing in a dynamometer bench (AVL Zöllner model AN 40 770, 648 mm, 100 kW). The technical data on the motorcycles were sampled using the exhaust emissions of two motorcycles using commercial gasoline with 22% v/v of ethanol and are summarized in Table 1.

  
    

    [image: Table 1. Motorcycle]

  

  Tests were conducted over a chassis dynamometer according to the 97/24/EC (European Commission) drive cycle, which is divided into six primary modules and one extra-urban cycle. Engines below 150 cm3 displacement were tested according to the 97/24/EC drive cycle and submitted to the six primary modules. Engines of up to 300 cm3 displacement were tested according to the 97/24/EC drive cycle and were submitted to six primary modules and one extra-urban cycle. Regulated emissions (CO, HC and NOx) were measured with 7000 series Horiba benches. Each cycle includes four modes (idling speed, acceleration, constant speed, deceleration, etc.). During the test, gases were diluted (1:20) with ambient air to obtain a mixture flow with constant volume. Throughout the test, a constant flow to a 90 L Tedlar bag was employed to successively determine the concentrations of CO, HC and NOx, which were then correlated to the distance travelled. A test procedure layout can be observed in Figure 1.
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  For VOC speciation, 6 L canisters were used, which are spherical containers of stainless steel with electropolished inner surfaces. Prior to sampling, the canisters were cleaned using a cleaning system, which uses four cycles heated at 120 ºC, an alternating dry and water vapor cycle and a high vacuum (Xontech model 960). Cleaning is completed upon placing the canister in a high vacuum (< 30 mbar), so that when the valve opens, the canister is filled with the 6 L sample.

  Analysis of criteria pollutants and VOC speciation

  For NOx measurement, a Trace Level Chemiluminescence NO-NO2-NOx 42CTL TEI model was used. For the measurement of CO, a Filter Correlation CO Gas analyzer, model 48C TEI was used

  The analytical methodology used for the VOC speciation followed the TO-TO-15 US EPA9 methodology with two gas chromatographs: one to analyze the hydrocarbons from C2 to C5 and one to analyze them from C6 to C12.

  The VOC analyses were performed by passing a known volume through a cryogenic pre-concentrator trap (−180 ºC) and then injection in a DB-1 60 m column, 0.32 mm i.d. with 1.0 μm film. The temperature was set between –50 and 180 ºC, with heating rate of 6 ºC min-1. The sample was divided into two different detectors: mass spectrometer, in which the identification of compounds was made, and a flame ionization detector (FID), in which the quantification was performed, using a calibration curve with the NPL 30 EU Directive Ozone Precursor Mixture component at 20 ppb.

  The analysis was performed by connecting the canister to a valve positioned at the inlet of the chromatograph; the air inside the canister was removed with the aid of a vacuum pump (Thomas Ind.). The sample was injected simultaneously into each of the two loops with a fixed sample volume associated with the gas chromatograph. Each chromatograph was equipped with its own cryogenic sample preconcentrator trap (SPT) at −180ºC. After pre-concentration, the sample was sent to the chromatographic column by fast heating using helium as the carrier gas.

  Carbonyl samples were collected and analyzed following the US EPA TO-11A methodology,10 based on the reaction of atmospheric carbonyls with 2,4-dinitrophenylhydrazine, to form the respective hydrazones. The samples were collected using two silica C18 cartridges in series impregnated with an acid solution of 2,4-dinitrophenilhydrazine (DNPH), using an air pump (KNF UNMP 850 KNDC) operated at 1.0 mL min-1 for 60 min. An ozone trap filled with potassium iodide was used before the DNPH cartridge to avoid ozone interference. After the sampling, the cartridges were sealed, wrapped with aluminum foil, stored at 4 ºC and analyzed after 3 days. The detailed procedure is thoroughly explained in our previous work.11-13

  The extraction of carbonyl samples was performed using 5 mL of acetonitrile and chemical analyses were completed with high-performance liquid chromatography (HPLC), using a Perkin Elmer Series 200 equipment with UV detection at 365 nm. The mobile phase used was 55% acetonitrile in water at 30 ºC, with a 30 μL volume and two C18 columns in series (250 mm (length), 4.6 mm (outside diameter) and 5.0 μm (particle diameter)). Calibration was conducted using a standard mixture (Supelco CARB Carbonyl Mix 1) containing formaldehyde, acetaldehyde, acrolein, acetone, propionaldehyde, butyraldehyde and benzaldehyde at concentrations between 0.5 to 10.0 mg L-1, yielding correlation coefficients higher than 0.99.

  Modeling procedure

  The modeling procedure was performed using the trajectory model OZIPR, which is widely accepted and well documented in the literature.5,14 Other publications by our group detail its applicability.3,15

  OZIPR allows for simulating chemical and physical processes that occur in urban troposphere using a trajectory model. This model can be understood as a column of air at the base that encompasses the entire studied region, just up to the atmosphere mixing layer, similar to a box with a movable cover, which is a function of the mixture layer height throughout the day. The mixture layer height indicates the space where vertical dispersion of the pollutants is possible. The emissions from the base of the column are computed in addition to the wet and dry depositions. The ozone simulation study considers a homogeneous atmosphere, i.e., the pollutants do not suffer the interference of the air mass movement. In summary, the input data for a simulation are the following: (i) speciation of VOC of the local atmosphere in ppmC fractions; (ii) hourly emissions of total VOC, NOx and CO in kg km-2 h-1; (iii) the initial concentrations of total VOC, NOx and CO in ppm; (iv) coefficients of wet and dry deposition for the main pollutants; (v) hourly weather data for temperature, pressure, humidity and mixing height; (vi) the actinic solar flux, used to calculate the intensity of the sunlight; and (vii) a chemical model with chemical reactions and their rate constants.

  The output data are the hourly average concentrations of the main chemical species (e.g., NOx, CO, CH4, ozone, peroxyacetylnitrate (PAN)) and secondary pollutant isopleths for several values of VOC and NOx.

  A simplified flow diagram for the construction of the model is shown in Figure 2.
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  The chemical model used was the 1999 version of the SAPRC model (Statewide Air Pollution Research Centre) developed by Carter; several updates were added in later years.4,16-21 The model was widely tested against 550 controlled experiments in Teflon chambers. The initial version used in this work has 214 reactions and 83 chemical species; 23 other chemical species and their reactions were recently introduced by our group, representing species that frequently occur in Brazilian urban atmospheres such as ethanol, some alkenes and aromatics.

  Ambient air criteria pollutant data (CO, NOx, NMHC, O3) were collected by an automated monitoring station during the Winter of 2011, located at the South part of Rio de Janeiro City, Brazil (22º58'44"S 43º13'58"W), which also measured meteorological parameters (temperature, pressure and humidity). The location is adjacent to a large parking lot and is one of the busiest traffic routes in the city. It is also located next to the largest urban forest in the world, the Tijuca Forest.

  The samples for VOC were collected by the automated monitoring station during the Winter (August and September 2011). Samples were collected in the first morning hours when the sunlight is at a minimum and the presence of secondary pollutants can be neglected.

  Two canister samples were collected every 5 minutes, in 3 different days. Samples were collected from 6:45 am to 7.15 am on August 29, 6:40 am to 7:05 am on August 30 and 7:15 am to 7:30 am on September 6.

  To validate the results obtained through computer simulations, it is necessary to prove that these results are closely approximate to actual conditions. The model used in this work was adjusted by comparing the simulated value with the values obtained experimentally. This procedure allows for the adjustment of factors for which data are lacking as horizontal and vertical dispersion and deposition rates.

  To obtain the model adjustment, it is necessary to input meteorological parameters such as temperature and humidity, mixture layer height, CO, NOx and VOC emissions in kg km-1 h-1. These values were obtained from the annual emission inventory from the Rio de Janeiro State Environmental Agency (INEA).22

  The first adjustment was performed on August 29 and an average value for the VOC speciation was used for the two samples collected. The same procedure was repeated on August 31 and September 6.

  After model validation, the impact of motorcycles on the air quality of the Metropolitan Region of Rio de Janeiro (MRRJ) was evaluated from estimates of vehicular fleet increase using a polynomial fit of the number of motorcycles in the last 10 years. Thus, three different scenarios were created, varying from CO, NOx and HC emissions obtained from a trend line of the increase in motorcycles in future use.

   

  Results and Discussion

  According to the INEA report,22 321,000 tons of CO, 90,500 tons of NOx and 79,300 tons of HC are emitted each year in MRRJ, which has an urban area of 2,400 km². To obtain the hourly emission calculations, a year was considered to have 313 days, excluding Sundays and holidays due to low circulation of vehicles on these days. For each day, 18 h of effective vehicle movement were considered. Thus, the hourly emission estimates were obtained and are shown in Table 2.
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  The results for the VOC speciation are detailed in Table 3. The hourly emissions of CO, NOx and VOC estimates (Table 2) were loaded into the model to reproduce experimental hourly concentrations of CO, NOx and O3 provided by automatic monitors on August 29, 2011 (Table 4).
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  The first compound to be adjusted is CO, as it is a primary pollutant with low reactivity. After performing the best possible fit, changing only the hourly CO emissions, a second adjustment was performed on the mixing layer height hourly values. It is important to remember that this adjustment is conducted around the average values obtained by the INEA emission inventory.22 Because the mixed layer height directly influences the pollutant concentrations, these values were adjusted to obtain the best possible fit between the simulated and measured CO concentration values. This value was taken as a basis for the mixing layer height and is the only measure recorded at 10:00 am in Rio de Janeiro City. Results for CO are presented in Figure 3.
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  After the simulated CO profile was adjusted against the experimental values, the next step was the adjustment of the NOx profile. This step was performed as an adjustment on hourly NOx emissions to reproduce the experimental values, similarly to that performed for CO, without changing the profile of the mixed layer set above. To achieve a better adjustment of CO and NOx profiles, a final adjustment in their deposition rates was also made between the acceptable limits (1.0 to 1.5 cm s-1 for CO, 0.10 to 0.20 cm s-1 for NO and 0.30 to 0.80 cm s-1 to NO2).8 Results for NOx are presented in Figure 3.

  After adjusting the CO and NOx profiles, the next step was to adjust the simulated and experimental results for O3. As ozone is not emitted by any significant source, but rather formed by the reactions of VOC with NOx and sunlight, the adjustment was made by considering the hourly VOC emissions, while emissions of NOx were adjusted. As the model does not provide data on hourly concentrations of VOC, the adjustment in VOC emissions is achieved by adjusting the O3 profile.

  The O3 adjustment presented the greatest difficulties to fit simulated and experimental values. To be able to increase the O3 level in the early hours, it was necessary to significantly increase the VOC and NOx emissions. However, changing these values contributed to a mismatch in the profile of NOx and an exaggerated increase in the O3 peak. Moreover, it was not possible to adjust the O3 profile after 1:00 pm. However, the O3 profile was modeled in other studies that also used OZIPR coupled with SAPRC3,11 and showed a similar profile to others modeled in this study. Therefore, the lag of the O3 maximum value was not considered relevant because the maximum O3 model concentrations and experimental concentrations showed strong agreement. Results for O3 are presented in Figure 3.

  The same procedure described above on August 29 was completed for the values found in the samples collected on August 31 and September 6. However, the results obtained were not satisfactory and were not used.

  The experimental CO values for August 31 and September 6 deviated from the common data found for Rio de Janeiro City, with little variation throughout the day and without characteristic peaks in the early morning and late afternoon due to traffic and the low mixing layer height. Similar anomalous profiles were also observed on the same days for NOx and O3.

  Another reason for using the data from August 29 was to validate the model and the anomalous values found for the meteorological data on the other two days. Temperature and relative humidity also showed little variation during the day and the presence of moderated winds may have contributed to this finding.

  Vehicular emission

  Due to difficulty in finding detailed information on the fleet of motorcycles in Brazil, a comparative study between the motorcycle emission rate used in this work and the light vehicular fleet in use today was conducted.

  To estimate the real contributions of these vehicles regarding air quality, the survey was conducted in four stages. Initially, vehicle licensing inventory by make and model was consulted.23 According to this inventory, approximately 77% of the fleet consists of vehicles manufactured by four companies: Fiat, Ford, General Motors and Volkswagen.

  The second step was to observe the amount of sales per model,24 which indicates that the best-selling car models in the country were the following: Gol, Uno, Palio, Celta, Fox, Corsa Sedan and Fiesta.

  In the third step, the emission rates for the best-selling models and the average values were verified and consolidated in Table 5.

  
    

    [image: Table 5. Average]

  

  Automobiles and motorcycles constitute approximately 88% of the fleet in Rio de Janeiro City. Thus, the estimated emission rates of these two types of vehicles can be considered representative of the whole of the current fleet.23

  Scenario study

  For the creation of the scenarios, it is necessary to estimate the expected emission increase from motorcycles. Unfortunately, there is no database available for CO, NOx and HC emissions for motorcycles as there is for light vehicles. Thus, the average emission values of two standard motorcycles were used, as described in the section for the dynamometer tests.

  A comparison between average motorcycle (Table 5) and light vehicle (Table 4) emission data is presented in Figure 4. It is important to remember that it is a conservative study, as the two evaluated motorcycles are new and comply with the last phase of PROMOT.
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  Despite the difference in the methodologies used to measure the emissions (Directive 97/24/EC of the European Parliament and of the Council of 17 June 1997 on certain components and characteristics of two or three-wheel motor vehicles for motorcycles and ABNT NBR 6601 - Road vehicles – Determinations of hydrocarbon, carbon monoxide, nitrogen oxide, carbon dioxide and particulate material on exhaust gas, 2005, for light vehicles), the average emissions found for the two motorcycles indicate higher concentrations for ethene, propene, ethyne, pentane, benzene and toluene. All of these pollutants presented average emission rates above 4 mg km-1.

  Regarding the fleet increase, which presents a quantitative history of motorcycles in use in Rio de Janeiro, a chart with a fleet growth trend line was prepared (Figure 5). From this graph, it was possible to obtain the estimated numbers of motorcycles for the next 3, 5 and 10 years starting from October 2011.
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  According to Figure 5, the motorcycle fleet will number approximately 300,000 in 2014, representing an increase of 34% over the year 2011. Two years later, the increase will be almost 61%, to 360,000 motorcycles. Finally, in 10 years, the fleet growth will be approximately 132%, with approximately 520,000 motorcycles in circulation.

  Based on these data, three scenarios with simulations to estimate the impact for the next 3, 5 and 10 years were created.

  To conduct scenario studies, some assumptions are required. The atmosphere of a city is a combination of numerous parameters, such as emissions, topography, meteorology and others. To choose a hypothetical scenario for a future condition of a city, it is not possible to assume changes in all parameters simultaneously because the associated errors may increase or even vanish. Thus, the study of scenarios here will take into account the following assumptions: (i) data on August 29 were used to fit the model (profiles of temperature, humidity, mixing layer and deposition rates); (ii) the VOC speciation of August 29 was used; (iii) the fleet increase of light or heavy vehicles was not considered; (iv) a possible variation in the composition of fuels used was not considered; and (v) future reductions in emissions from vehicles and motorcycles that will surely be implemented in the future were not considered.

  Thus, increases in CO, HC and NOx, arising from an increased motorcycle fleet, will be computed on the basis of their percentage in the fleet, where the hourly emissions used in the adjustment of the model are weighed by increased emissions and the percentage of the fleet in MRRJ.

  Assuming an increased motorcycle fleet, there will be a larger percentage of each scenario, as the vehicles have stabilized in number. The current percentage of the motorcycles in MRRJ is 11.68%. Thus, the estimated percentage of motorcycles in three years is 15.65%, in 5 years 18.81% and in 10 years 27.10%.

  It is also necessary to take into consideration that an increase in the motorcycle fleet will not lead to a linear increase in CO, NOx and HC, as motorcycles have higher emission rates for all pollutants, for instance, 13.44% higher than the vehicles for CO, 36.36% for NOx and 336% for HC. All the factors are computed and presented in Table 7.
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  The results for the ozone concentration profile in the troposphere for the studied scenarios are shown in Figure 6.
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  In Figure 6, one can see that the increase of the motorcycle fleet implies a significant increase in the ozone concentration in the troposphere. This increase is due to the high hydrocarbon emission rate inherent in the operation of motorcycles compared to that of light vehicles.

  Currently, the ozone concentration in the troposphere of Rio de Janeiro City is relatively low, as it is routinely below 100 ppb. This fact stems from the high concentration of NOx found.

  According to the model results for the chosen scenarios, the highest ozone values were recorded around 2:30 pm, reaching 120 ppb for scenario 1, 130 ppb for scenario 2 and 160 ppb for scenario 3. Regarding air quality standards in accordance with those seen in Figure 6, one can predict that the reference values, national and international, will be exceeded in approximately three years. One exception to this estimate is the standard used by the US EPA (320 ppb), which will not be reached.

  Besides the studied scenario results, the model was also used in multiple simulations for different maximum ozone concentrations of several VOC and NOx concentrations, providing data that generate an isopleth plot (lines of equal concentrations).

  In Figure 7, isopleths for maximum ozone levels of the base case can be viewed. The figure shows a scenario with little variation in the NOx rate plus a large addition of VOC, resulting in significant increases in ozone.
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  Conclusions

  From the results obtained in this work, a significant deterioration in air quality in large cities is expected due to increases in motorcycle fleets in urban centers and the consequent increase in emissions. In 2001, the number of motorcycles (approximately 82,000) was less than 5% of the vehicular fleet of Rio de Janeiro City. In ten years, that number is expected to exceed a rate of 9% of the total fleet (approximately 224,000) and is growing 
    steadily.

  The results of VOC speciation emitted from motorcycles indicated high emission rates for very reactive species such as ethene, propene, ethyne, pentane, benzene and toluene. All of these pollutants presented average emission rates higher than 4 mg km-1.

  The determined results indicate that the O3 concentration in the troposphere will exceed the national standard established by the CONAMA Resolution 03/90 within three years.25 It also indicates that the emission rates of motorcycles used in this study (HC, CO and NOx) already meet the levels recommended in all phases of PROMOT. Thus, in addition to the adoption of PROMOT, additional actions are necessary to manage the pollutant emission generated from mobile sources.

   

  Acknowledgements

  This work was partially supported by Fundação de Amparo à Pesquisa do Estado do Rio de Janeiro (FAPERJ) and Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq).

   

  References

  1. CETESB; Qualidade do Ar no Estado de São Paulo 2011, http://www.cetesb.sp.gov.br/ar/qualidade-do-ar/31-publicacoes-e-relatorios accessed in September 2012.

  2. http://www.detran.rj.gov.br/_estatisticas.veiculos/02.asp accessed in January 2012.

  3. Orlando, J. P.; Gatti, L. V.; Alvim, D. S.; Yamazaki, A.; Corrêa, S. M.; Sci. Total Environ. 2010, 408, 1612.

  4. Carter, W. P. L.; Atmos. Environ. 1990, 24, 481.

  5. Gery, M. W.; Crouse, R. R.; User's Guide for Executing OZIPR, EPA-9D2196NASA; US Environmental Protection Agency, Research Triangle Park: North Carolina, USA, 1990.

  6. Guimarães, C. S.; Arbilla, G.; Corrêa, S. M.; Gatti, L. V.; Tchê Química 2007, 4, 21.

  7. Campos, I. C. B.; Pimentel, A. S.; Corrêa, S. M.; Arbilla, G.; J. Braz. Chem. Soc. 1999, 10, 203.

  8. Finlayson-Pitts, B. J.; Pitts Jr., J. N.; Chemistry of the Upper and Lower Atmosphere: Theory, Experiments and Spplications; Academic Press, 1999.

  9. United States Environmental Protection Agency (US EPA); Determination of Volatile Organic Compounds (VOCs) in Air Collected in Specially-Prepared Canisters and Analyzed by Gas Chromatography/Mass Spectrometry (EPA/625/R-96/010b), 2nd ed., Compendium Method TO-15A; Center for Environmental Research Information: Cincinnati, OH, USA, 1999.

  10. United States Environmental Protection Agency (US EPA); Determination of Formaldehyde in Ambient Air Using Adsorbent Cartridge Followed by High Performance Liquid Chromatography (HPLC) (EPA-625/R-96/010b), Compendium Method TO-11A; Center for Environmental Research Information: Cincinnati, OH, USA, 1997.

  11. Corrêa, S. M.; Arbilla, G.; Marques, M. R. C.; Oliveira, K. M. P. G.; Atmos. Pol. Res. 2012, 3, 163.

  12. Corrêa, S. M.; Arbilla, G.; Martins, E. M.; Quiterio, S. L.; Guimaraes, C. S.; Gatti, L. V.; Atmos. Environ. 2010, 44, 2302.

  13. Corrêa, S. M.; Arbilla, G.; Atmos. Environ. 2003, 37, 23.

  14. Tonnesen, G. S; 2000; User's Guide for Executing OZIPR, version 2.0; US EPA: North Carolina, USA, 2000.

  15. Corrêa, S. M.; Souza, C. V.; Sodré, E. D.; Teixeira, J. R.; J. Braz. Chem. Soc. 2012, 23, 496.

  16. Carter, W. P. L.; Atmos. Environ. 1995, 29, 2513.

  17. Carter, W. P. L.; Atmos. Environ. 1996, 30, 4275.

  18. Carter, W. P. L.; Documentation of the SAPRC-99 Chemical Mechanism for VOC Reactivity Assessment; Report to the California Air Resources Board, Contracts 92-329 and 95-308, USA, 2000.

  19. Carter, W. P. L.; Luo, D.; Malkina, I. L.; Environmental Chamber Studies for Development of an Updated Photochemical Mechanism for VOC Reactivity Assessment; Report to the California Air Resources Board, Contract 92-345, Coordinating Research Council, Inc., Project M-9, and Coordinating Research Council, Inc., Project M-9, USA, 1997.

  20. Carter, W. P. L.; Lurmann, F. W.; Atmos. Environ. 1991, 25, 2771.

  21. Carter, W. P. L.; Atkinson, R.; Int. J. Chem. Kinet. 1996, 28, 497.

  22. Rio de Janeiro State Environmental Institute (INEA); Annual Report 2009; INEA: Rio de Janeiro, Brazil, 2009.

  23. http://www.anfavea.com.br/tabelas.html accessed in November 2012.

  24. http://www.fenabrave.org.br accessed in November 2012.

  25. Conselho Nacional Do Meio Ambiente (CONAMA); Sets Standards of Primary and Secondary Air Quality and Even the Criteria for Acute Episodes of Air Pollution, Resolution No. 03 of 28 June, 1990; Official Journal of the Federative Republic of Brazil: Brasilia, DF, Brazil, 1990.

   

   

  Submitted: June 19, 2012

  Published online: February 26, 2013

  FAPESP has sponsored the publication of this article.

   

   

  
    *e-mail: sergiomc@uerj.br

  





  DOI: 10.5935/0103-5053.20130049

  ARTICLE

  
    Zheng Z, Wang J, Lu Z, Luo M, Zhang M, Xu L, et al. Hydrogenolysis of 2-Tosyloxy-1,3-propanediol into 1,3-Propanediol over Raney Ni Catalyst. J. Braz. Chem. Soc. 2013;24(3):385-91

  

  
    Hydrogenolysis of 2-Tosyloxy-1,3-propanediol into 1,3-Propanediol over Raney Ni Catalyst

  

   

   

  Zhi Zheng; Jianli Wang*; Zhen Lu, Min Luo; Miao Zhang; Lixin Xu; Jianbing Ji 

  Zhejiang Province Key Laboratory of Biofuel, The State Key Laboratory Breeding Base of Green Chemistry-Synthesis Technology, Zhejiang University of Technology, Hangzhou 310014, P. R. China

   

  
    2-Tosiloxi-1,3-propanodiol (TPD), um potencial precursor para produção de 1,3-propanodiol (1,3-PD), é produzido através da tosilação do glicerol com a ajuda de uma técnica de proteção de grupos. Neste trabalho, discutiu-se a hidrogenólise do TPD em 1,3-PD sobre catalisador de Raney Ni através de diferentes parâmetros de reação para otimizar as condições de reação para formação seletiva do 1,3-PD. O mecanismo de hidrogenólise do TPD e reações laterais também foram confirmados pela técnica de cromatografia em fase gasosa acoplada à espectrometria de massas (GC-MS).

  

   

  
    2-Tosyloxy-1,3-propanediol (TPD), a potential precursor for 1,3-propanediol (1,3-PD) production, is produced by the tosylation of glycerol with the help of protecting group techniques. In this work, the hydrogenolysis of TPD into 1,3-PD over Raney Ni catalyst is discussed at different reaction parameters to optimize the reaction conditions for selective formation of 1,3-PD. The mechanisms of the hydrogenolysis of TPD and the side reactions were also confirmed by gas chromatography-mass spectrometry (GC-MS) technique.

    Keywords: glycerol, 2-tosyloxy-1,3-propanediol, 1,3-propanediol, hydrogenolysis, Raney Ni

  

   

   

  Introduction

  Glycerol, a promising biomass-derived compound, is available as a major byproduct (10% in weight) in the manufacturing of biodiesel.1-3 Because of the recent escalating production and the utilization of biodiesel worldwide, large quantities of glycerol have been produced.4,5 The rich availability makes it an important raw material for the manufacture of some valuable chemicals (diols, epoxides, esters, ethers, etc.), thereby facilitating the replacement of petroleum-based products, and also benefiting the emerging biodiesel industry.6-8 

  1,3-Propanediol (1,3-PD), currently produced from petroleum derivatives, such as ethylene oxide (Shell route) or acrolein (Degussa-DuPont route), is an important precursor for the synthesis of polymethylene terephthalate and polyurethanes.8 Recent advances in the hydrogenolysis of glycerol into 1,3-PD have produced a range of possible hydrogenolysis products, such as 1,3-PD, 1,2-propanediol (1,2-PD), 1-propanol (1-PrOH), 2-propanol (2-PrOH), and some other degradation products (ethylene glycerol, ethanol, methanol and methane), but few catalysts are selective for 1,3-PD.9-14 Kurosaka et al.11 found that the yield of 1,3-PD was up to 24% by the hydrogenolysis of glycerol over Pt/WO3/ZrO2 catalyst. Most recently, Nakagawa et al.13 made a break through when they obtained 38% yield of 1,3-PD by running the reaction using Ir-ReOx/SiO2 as a catalyst.

  The hydrogenolysis of glycerol might proceed through different pathways, depending on whether the primary or secondary hydroxyl is more easily reduced (Scheme 1).10 Because of the glycerol molecule with hydroxyl groups of similar reactivity, it is difficult to produce the desired 1,3-PD in a high selectivity. 2-Tosyloxy-1,3-propanediol (TPD), a potential precursor for the production of 1,3-PD, is produced by the tosylation of glycerol with the help of a group protection technique (acetalization).15-17 Compared with hydroxyl group, the tosyloxyl group is a better living group, and is easier to be replaced with a hydride ion. Therefore, 1,3-PD can be obtained in a high selectivity by the subsequent removal of the tosyloxyl group of TPD (Scheme 2). In this work, instead of expensive reducing reagent lithium hydride, the detosyloxylation of TPD was carried out by catalytic hydrogenolysis over the non-expensive Raney Ni catalyst, and studied at different reaction parameters to optimize the reaction conditions for selective formation of 1,3-PD.
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  Experimental

  Reagents and materials

  Glycerol (> 99%) was supplied by Ningbo Jiesen Biodiesel Co., Ltd. Benzaldehyde (> 98.5%) and p-toluenesulfonyl chloride (> 98.5%) were brought from Sinopharm Chemical Reagent Co., Ltd. 1,3-PD (> 99.6%) and 1-PrOH (> 99.7%) were purchased from Sigma-Aldrich Chemical Co. 1,4-Butanediol (> 99.0%) was provided by Shanghai Chemical Reagents Supply Procurement of Five Chemical Plants. High purity grade hydrogen was obtained from Hangzhou Electrochemical Group Co., Ltd. Raney Ni (Ni > 90%, activity min-1 g-1 > 5 mL H2) was bought from Dalian General Chemical Industry Co., Ltd.

  Synthesis of TPD

  TPD was prepared from glycerol in a three-step sequence (acetalisation with benzaldehyde-tosylationdeacetalisation) (see in the Supplementary Information (SI) section).15,17,18 The overall yield of TPD was 90%. No further experiment was performed to maximize the yield of TPD. The chemical structure of TPD was confirmed by 1H and 13C NMR (nuclear magnetic resonance , Bruker AVANCE III 500MHz, Switzerland) spectra.1H NMR (500 MHz, CDCl3) δ (ppm) 7.82 (d, 2H, J 8.3 Hz), 7.35 (d, 2H, J 8.1 Hz), 4.56 (p, 1H, J 4.7 Hz), 3.78 (m, 4H), 2.80 (s, 2H, OH), 2.44 (s, 3H); 13C NMR (125 MHz, CDCl3) δ / ppm 145.2, 133.1, 130.0, 127.9, 82.7, 61.1, 21.6.

  Hydrogenolysis of TPD

  The hydrogenolysis of TPD was carried out in a 200 mL stainless steel autoclave. The autoclave was charged with 100 mL TPD dioxane solution (2 wt.%), 0.32-0.96 g Raney Ni. After being sealed and purged repeatedly with 2 MPa H2 to eliminate air, the autoclave was heated to the required temperature and then pressurized with H2 to a given value. The stirring speed was set constant at 750 rpm. The reactions were conducted at the following conditions: 110-150 ºC, 0.4-4 MPa H2, 2-8 h. After reaction, the autoclave was cooled to room temperature. The products were analyzed by gas chromatograph, (GC, Shimadzu GC-17A, HP-FFAP 30 m × 0.25 mm × 0.25 mm, flame ionization detector), and identified by gas chromatography-mass spectrometry (GC-MS, Agilent 7890A/5875C, HP-5SM 30 m × 0.25 mm × 0.25 μm). Quantifications were achieved by using 1,4-butanediol as an internal standard. The unreacted TPD was confirmed by high performance liquid chromatography (HPLC, Varian Prostar 210, kromasil 100-5 C18 column: Ф 4.6 mm × 250 mm, UV-Vis detector).

   

  Results and Discussion

  Reaction scheme and product identification

  The hydrogenolysis of glycerol is suggested to proceed via dehydration of glycerol into acetol and 3-hydroxypropanal (3-HPA) intermediate, and followed by the subsequent hydrogenation to produce the corresponding 1,2-PD and 1,3-PD, respectively.9-14,19,20 Hence, as shown in Scheme 3, the selective transformation of glycerol to 1,3-PD requires a catalyst system with the ability to not only promote the coupled glycerol dehydration (equilibria: Kglycerol dehydration)/3-HPA hydrogenation (equilibria: Kdiol) reactions, but also minimize the 3-HPA dehydration (equilibria: Keq). However, as stated by Taher et al.,19 the activation barrier of initial dehydration of glycerol was much higher than the dehydration/ hydrogenation of 3-HPA, that is:

  
    ΔG‡ (Kglycerol dehydration) » ΔG‡ (Kdiol) › ΔG‡ (Keq).

  

  
    

    [image: Scheme 3. The potential pathways]

  

  To overcome the ΔG‡ (Kglycerol dehydration), the dehydration of 3-HPA to acrolein (AO) is highly favored at higher temperature (> 175 ºC).

  In our investigation, by using GC-MS as a qualitative assay, the dominative TPD hydrogenolysis products were 1,3-PD and 1-PrOH. Based on these proposed mechanism of 1,3-PD formation in glycerol hydrogenolysis,19-23 the hydrogenolysis of TPD might occur as shown in Scheme 3. TPD undergoes a detosyloxylation to give 3-HPA and TsOH, the subsequent reaction of 3-HPA proceed via the following routes: (i) hydrogenation of 3-HPA to produce 1,3-PD, and (ii) dehydration of 3-HPA to form AO intermediate, and followed by the subsequent hydrogenation to produce 1-PrOH. Compared with the hydroxyl group of glycerol, the tosyloxyl group of TPD is a better living group, and can easily undergo a detosyloxylation to give the exclusive 3-HPA at low temperature (ca. 100-140 ºC). This means that the activation barrier

  ΔG‡ (Kglycerol dehydration) » ΔG‡ (Kdetosyloxylation) › ΔG‡ (Kdiol) › 
    ΔG‡ (Keq),

  thereby minimizing the dehydration route of the 3-HPA to produce 1-PrOH. The determination of the optimum reaction conditions of Scheme 3 for selective formation of 1,3-PD, therefore, mainly depends on the adjustment of two equilibria of 3-HPA/AO (Keq) and 3-HPA/1,3-PD (Kdiol).

  Moreover, with the exception of the 1,3-PD and 1-PrOH, about 15 kinds of chemicals were also separated by GC, and half of them can be possibly identified via MS by the comparison with the standard mass spectrum in the NIST data base (see MS spectra comparison in the SI section). As stated by Huang et al.20 and Schlaf et al.,24 the alcohol and aldehyde can be easily condensed over acid catalysts in the hydrogenolysis of glycerol; da Silva et al.25 and Medeiros et al.26 have demonstrated that the condensation reaction between the glycerol and assorted alcohols, and the self-condensation of glycerol can be readily achieved over acid catalyst. Based on these proposed mechanism of formation, as shown in Scheme 4, in the present of TsOH, these identified byproducts can be supposed from the following reactions: (i) the decomposition of TPD to produce glycerol, and followed by the subsequent hydrogenolysis reaction, (ii) the condensation of 1,3-PD and acetaldehyde, and (iii) the self-condensation of glycerol or 1,2-PD.

  
    

    [image: Scheme 4. The potential side reactions]

  

  Effect of reaction temperature

  Figure 1 shows the effect of temperature on TPD conversion and product selectivity. As the temperature elevated from 110 to 150 ºC, there was a proportional increase in TPD conversion from 16.7 to 84.1%. The selectivity of 1,3-PD increased until 140 ºC and began to decrease from 57.1 to 55.2%, as the temperature further elevated to 150 ºC. Conversely, when the temperature was above 140 ºC, the selectivity of 1-PrOH increased from 24.8 to 42.7%. It is to prove that the dehydration of 3-HPA to form AO is highly favored at high temperature (> 140 ºC) to drive the reaction towards the side of 1-PrOH formation. As stated in Huang et al.,20 it was found a similar conclusion that high operating temperature (180-230 ºC) resulted in low selectivity of 1,3-PD (25-13%).

  
    

    [image: Figure 1. The effect of temperature]

  

  Effect of catalyst weight

  Figure 2 provides the effect of catalyst weight on TPD hydrogenolysis. The conversion of TPD increased obviously within the catalyst weight range of 0.32-0.96 g. In the absence of Raney Ni, TPD was found to be inactive at 140 ºC, indicating that the function of Raney Ni is not only limited to 3-HPA and AO hydrogenation, but also involved in detosyloxylation step as well. The selectivity of 1,3-PD increased from 57.1 to 73.9% with the increasing catalyst weight from 0.32 to 0.80 g, and slowly increased to 74.5% as the catalyst weight further increased to 0.96 g. Conversely, the selectivity towards 1-PrOH presented a distinct decrease (25.6-15.0%) within the catalyst weight range of 0.32-0.80 g. It is to validate the hypothesis that, as illustrated in Scheme 3, the 1,3-PD and 1-PrOH are formed in parallel, and the selectivity of 1,3-PD and 1-PrOH can be controlled by the relative hydrogenation/dehydration rate of 3-HPA. Thus, increasing Raney Ni weight can fasten the hydrogenation rate of 3-HPA and the selectivity of 1,3-PD increased correspondingly. Opposite to the work presented by Dasari et al.,27 the excess catalyst did not further promote the excessive hydrogenolysis of 1,3-PD to lower alcohol and gas.
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  Effect of hydrogen pressure

  Figure 3 summaries the TPD conversion and product selectivity at different H2 pressure. The conversion of TPD was independent with H2 pressure. Enhancing the H2 pressure from 0.4 to 1.0 MPa lead to an increase in the selectivity of 1,3-PD from 63.6 to 74.0%, whereas the selectivity of 1-PrOH declined from 17.8 to 15.0%. These results imply that the high H2 pressure could fasten the hydrogenation rate of 3-HPA, and drive the reaction equilibrium towards 1,3-PD formation. As the H2 pressure further enhanced from 1.0 to 4.0 MPa, there was no further increase in the selectivity of 1,3-PD (74.0-73.9%), and the excess H2 pressure did not cause considerable change in the selectivity of 1-PrOH either, suggesting that 1-PrOH is produced through the dehydration of 3-HPA rather than the excessive hydrogenolysis of 1,3-PD. To validate this speculation, the hydrogenolysis of 1,3-PD was carried out in dioxane at 140 ºC under 5.0 MPa H2, after reaction for 4 h, the conversion of 1,3-PD was low, no n-PrOH was produced (Figure S12 in the SI section).
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  Effect of reaction time

  The effect of reaction time on TPD conversion and product selectivity was studied, and the results are tabulated in Figure 4. With the reaction time prolonged from 2 to 8 h, the conversion of TPD increased from 67.8 to 91.2%, meanwhile the selectivity of 1,3-PD raised from 76.7 to 81.0%, and the selectivity of 1-PrOH slightly increased from 14.4 to 16.2%. Opposite observations were reported in the literature,28-31 it was observed that the low selectivity of 1,3-PD formation in glycerol hydrogenolysis could be contributed to the high reactivity of 1,3-PD in water medium catalyzed by Ru/C + Amberlyst, and most 1,3-PD (77.7%) was further hydrogenolysed into 1-PrOH and ethanol. In our experiment, after reaction for 8 h in dioxane, the yield of 1,3-PD was up to 73.8% without obvious degradation.
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  Effect of TPD concentration

  The study was also performed in different TPD concentrations, and the results are presented in Figure 5. The conversion of TPD as well as the selectivity of 1,3-PD and 1-PrOH were kept constant within the TPD concentration range of 2-6 wt.%. As TPD concentration further raised from 6 to 20 wt.%, the conversion of TPD increased from 91.2 to 95.0%, while the selectivity of 1,3-PD decreased from 81.0 to 64.3%, and the selectivity of 1-PrOH declined from 16.2 to 9.3%. As shown in Scheme 4, the decline in the selectivity of 1,3-PD and 1-PrOH was contributed to the TPD decomposition reaction under high concentration of TsOH, and followed by the subsequent hydrogenolysis to produce 1,2-PD and ethanol.
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  Conclusions

  Selective formation of 1,3-PD via hydrogenolysis of TPD was achieved at low H2 pressure using Raney Ni as catalyst. Under the conditions of 140 ºC, 1 MPa H2 and 8 h, 91.2% TPD conversion with 81.0% selectivity for 1,3-PD and 16.7% selectivity for 1-PrOH was obtained. The yield of 1,3-PD was mainly dependent on the reaction temperature, Raney Ni weight and TPD concentration. The proposed mechanism of TPD hydrogenolysis was validated. It was proved that, with the exception of n-PrOH formation, the TPD decomposition was another important side reaction under high concentration of TsOH. Further studies aimed at the elimination of TsOH by adding acid binding agent are currently underway.
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  Supplementary data are available free of charge at http://jbcs.sbq.org.br as PDF file.
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    Supplementary Information

    The details of 2-tosyloxy-1,3-propanediol (TPD) synthesis

    Preparation of 5-hydroxyl-2-phenyl-1,3-dioxane (HPD)

    Glycerol (100.0 g, 1.09 mol), benzaldehyde (120.0 g, 1.13 mol), p-toluenesulfonic acid catalyst (1 g), and 1:1 petroleum ether-benzene mixture (100 mL) were refluxed in a flask equipped with a water separator at 80 ºC. After 4 h, the reaction was completed, as evidenced by no more water being formed in the water separator. The reaction mixture was cooled, treated with 0.5 M NaOH solution (2 × 100 mL), dried over anhydrous K2CO3 (1 g), and finally filtrated. HPD, which formed in the reaction was crystallized at –10 ºC and then filtrated from the reaction mixture. The crude HPD was recrystallized in toluene- petroleum ether mixture (1:1) to give pure HPD as large, white, prismatic needles; 48.8 g (25% yield). In our procedure, to take advantage of the acid-catalysed equilibrium between HMPD and HPD (ring transformation) in the acetalization reaction,1 the filtered liquid (mother liquor), which contained the undesired 4-hydroxymethy- 2-phenyl-1, 3-dioxolane (HMPD) and unrecovered HPD was recycled for another acetalization batch. The reaction with the mother liquor plus supplemented glycerol (11.0 g, 0.119 mol) and benzaldehyde (13.0 g, 0.122 mol) was carried out in next experiment. After recrystallization, 21.0 g of HPD were obtained (98% yield). The chemical structure of HPD was confirmed by 1H and 13C NMR (nuclear magnetic resonance, Bruker AVANCE III 500 MHz, Switzerland) spectra and FTIR (transform infrared spectroscopy, Nicolet 6700, USA) (Figures S1, S2 and S3). Elemental analysis (Vario MACRO CUBE Germany) Calc. for C10H12O3 (%): C, 65.65; H, 6.71. Found (%): C, 65.49; H, 6.68.

    Preparation of 2-pheny-5-tosyl-1,3-dioxane (PTD)

    HPD (20.0 g, 0.111 mol ), TsCl (24.0 g, 0.126 mol) and 400 mL of cold dry pyridine were added in a glass flask. The reaction mixture was stirred at 5 ºC for 12 h. The product PTD was precipitated by adding 2.4 L cold water and then recrystallized in methanol, affording the PTD as large, colorless, prismatic needles (34.5 g, 93% yield). The chemical structure of PTD was confirmed by 1H and 13C NMR spectra and FTIR spectra (Figures S4, S5 and S6) Elemental analysis of PTD (%): C, 60.28; H, 5.60; S, 9.81% (Calc. for C17H18O5S (%): C,61.06; H, 5,43; S, 9.59).

    Preparation of 2-tosyloxy-1,3-propanediol (TPD)

    PTD (20.0 g, 0.060 mol), TsOH (2.0 g, 0.0116 mol) and 200 mL of methanol were added in a glass flask. The reaction mixture was stirred at 40 ºC for 1 h. The benzaldehyde formed in the reaction was extracted by n-hexane. After carefully neutralized with NaOH, the solvent methanol was recycled by rotating evaporation below 40 ºC, giving the TPD as colorless viscous oil (14.4 g, 98% yield). The chemical structure of TPD was confirmed by 1H and 13C NMR spectra and and FTIR spectra (Figures S7, S8 and S9). The hydrogenolysis product 1,3-PD was confirmed by 1H NMR and MS spectrum (Figures S10 and S14). Elemental analysis of TPD (%): C, 48.67; H, 5.79; S, 12.97%. (Calc. for C10H14O5S (%): C,48.77; H,5,73; S, 13.02)..

    
      

      [image: Figure S1.]

    

    
      

      [image: Figure S2.]

    

    
      

      [image: Figure S3.]

    

    
      

      [image: Figure S4.]

    

    
      

      [image: Figure S5.]

    

    
      

      [image: Figure S6.]

    

    
      

      [image: Figure S7.]

    

    
      

      [image: Figure S8.]

    

    
      

      [image: Figure S9.]

    

    
      

      [image: Figure S10.]

    

    
      [image: Figure S11.]

    

    
      

      [image: Figure S12.]

    

    
      [image: Figure S13.]

    

    
      

      [image: Figure S14.]

    

    
      [image: Figure S15.]

    

    
      [image: Figure S16.]

    

    
      [image: Figure S17.]

    

    
      [image: Figure S18]

    

    
      [image: Figure S19]

    

    
      [image: Figure S20]

    

    
      [image: Figure S21]

    

    
      [image: Figure S22]

    

    
      [image: Figure S23]

    

    
      [image: Figure S24]

    

    
      [image: Figure S25]

    

    
      [image: Figure S26]

    

    
      [image: Figure S27]

    

    
      [image: Figure S28]

    

    
      [image: Figure S29]

    

    
      [image: Figure S30]

    

    
      [image: Figure S31]

    

    
      [image: Figure S32]

    

    
      [image: Figure S33]

    

     

    References

    1. Zheng, Z.; Luo, M.; Yu, J. E.; Wang, J. L.; Ji, J. B.; Ind. Eng. Chem. Res. 2012, 51, 3715.

  





  DOI: 10.5935/0103-5053.20130050

  ARTICLE

  
    Xu C, Cai L. Evaluating intracellular redox status in L02 cells on microchip. J. Braz. Chem. Soc. 2013;24(3):392-96

  

  
    Evaluating intracellular redox status in L02 cells on microchip

  

   

   

  Chunxiu XuI; Longfei CaiI,*

  IDepartment of Chemistry, Hanshan Normal University, 521041 Chaozhou, P.R.China

   

  
    Um novo dispositivo microfluídico integrado com introdução contínua de células individuais e detecção de espécies redutoras intracelulares por detector de fluorescência induzida por laser (LIF) é relatado. Um canal central de amostragem foi desenhado sendo flanqueado por dois outros canais auxiliares. As espécies intracelulares redutoras foram derivadas por uma sonda fluorescente baseada na recém-sintetizada 2,2,6,6-tetrametil-piperidina-1-oxilo (TEMPO). As células marcadas foram hidrodinamicamente focadas pelas correntes da bainha de fluxo e sequencialmente introduzidas no canal de amostragem sob pressão hidrostática gerada por ajuste dos níveis de líquido nos reservatórios. O nível de redução intracelular em células vivas intactas L02 foi detectada por LIF sem citólise. Após estimulação com 100 mmol L-1 de peróxido de hidrogênio, durante 30 minutos, o nível de redução intracelular diminuiu em resposta ao estresse oxidativo. Foi obtida uma taxa de transferência de 41-44 células min-1.

  

   

  
    A novel microfluidic device integrated with continuous introduction of individual cells and detection of intracellular reducing species by laser induced fluorescence (LIF) detector is reported. A single channel with one sheath-flow channel located on each side of the sampling channel was designed. The intracellular reducing species were derivatized by a newly synthesized 2,2,6,6-tetramethyl-piperidine-1-oxyl (TEMPO)-based fluorescent probe. The labeled cells were hydrodynamically focused by sheath-flow streams and sequentially introduced into the sampling channel under hydrostatic pressure generated by adjusting liquid levels in the reservoirs. Intracellular reducing level in intact living L02 cells was detected by LIF without cytolysis. Upon stimulation with 100 μmol L-1 hydrogen peroxide for 30 min, the intracellular reducing level decreased in response to oxidative stress. A throughput of 41-44 cells min-1 was obtained.

    Keywords: single-cell analysis, microfluidics, high-throughput

  

   

   

  Introduction

  Redox system has a pivotal role in maintaining the reducing environment in cells. There are many redox couples existing in living cells, and they work together with antioxidant enzyme systems to maintain the balance of the intracellular redox status.1 Intracellular reducing species levels change dramatically in the response to oxidative stress. Thus, the quantitative detection of intracellular reducing species is of great importance for investigating cell functions.2 L02 cells are normal hepatocytes; study of variation of intracellular reducing species levels in normal hepatocytes in the response to oxidative stress plays an important role in oncology. During the past two decades, much attention has been given to the analysis of chemical components inside single cells. A variety of methods for single-cell analysis have been developed.3-9 Microfluidic chips with laser induced fluorescence (LIF) detection have also been developed for separation and detection of fluorescent dyes permeated into cells.3, 10-12

  However, in the majority of the reported whole-cell injection techniques that rely on chip-based CE, the analysis throughput is rather low and limits their practical application.13 Therefore, high throughput analysis of intracellular components in single cells are highly desirable.14-16 Recently, we reported several novel high-throughput methods for analysis of reactive oxygen species (ROS) and glutathione (GSH) in single cells.17,18 In these methods, however, cells must be lysed before detection, causing the release of cellular debris and intracellular biological macromolecules be adsorbed onto the wall of the microchannel, thus interfering with the next determination. One way to perform high-throughput single-cell analysis is not to lyse cells during determination.

  In our current work, we developed a high-throughput method for single-cell analysis without cytolysis. A newly synthesized 2,2,6,6-tetramethyl-piperidine-1-oxyl (TEMPO)-based redox-sensitive fluorescent probe was used to label the intracellular reducing species. The labeled cells were hydrodynamically focused by sheath-flow streams followed by detection on a home-built LIF detector. Owing to the introduction of sheath-flow streams, continuous sampling of the aligned individual cells in sampling channel with high throughput was realized by using hydrostatic pressure created by adjusting liquid levels in the reservoirs. The intracellular reducing levels of intact living cells were analyzed by using the proposed system.

   

  Experimental

  Microchip fabrication

  The schematic diagram of the channel design is shown in Figure 1a, in which the channel between sample reservoir (S) and sample waste reservoir (SW) was used for sampling. One sheath-flow channel was located on each side of the sampling channel. The line widths of the channels on the photomask were all 25 μm. After the microchip design on photomask was transferred onto the photoresist layer on the glass substrate, a wet chemical etching procedures was performed to fabricate soda-lime glass microchip described elsewhere.19 The channels were etched to a depth of 35 μm and a width of 95 μm. Access holes were drilled into the top etched plate with 1.5 mm diameter diamond-tipped drill bit at the terminals of the channels. After permanent bonding by a thermal bonding procedure, the access hole used for cell sampling was milled into the bottom plate for a further 200 μm with the same diamond-tipped drill bit to avoid its blockage by accumulated cells.20 Four micropipette tips with an inner diameter of 5.5 mm and a height of 9.0 mm were epoxied onto the chip surrounding the access holes of S, SF1, SF2 and SW with epoxy glue. The epoxy glue does not contaminate the sample. Figure 1b and 1c are photographs of the junction of the assembled microfluidic chip and the microchip, respectively.

  
    

    [image: Figure 1. (a) Schematic diagram]

  

  Instrumentation

  The schematic diagram of the experimental setup used for single-cell analysis is shown in Figure 1d. It consists of a microfluidic chip and a home-built confocal LIF system. As described previously,12 an air-cooled solid-state laser (473 nm, 10 mW, Optoelectronic Technologies, Changchun, China) was coupled to an inverted microscope (Jiangnan Optics & Electronics, Nanjing, China) with necessary optical components. The laser beam was reflected by a dichroic mirror and focused into a 20 μm spot on the sampling channel from the bottom of the chip. The emitted light was collected and focused by the same focusing system, and directed to a pinhole by the optics of the inverted microscope. A photomultiplier tube (PMT, CR114, Hamamatsu, Beijing; bias: 600V) was mounted on the top of the microscope tube with a cutoff filter to reduce the background noise caused by any scatter and stray light below 520 nm and connected to an amplifier (GD-1, Reike Electronic Equipment, Xi'an, China). Data acquisition and processing were carried out using a N2010 A/D converter (Zheda Instruments, Hangzhou, China) and a computer.

  Reagents and cell culture

  All chemicals used were of analytical grade unless mentioned otherwise and Millipore purified water was used throughout. Phosphate buffered saline solution (PBS), which consisted of 8.00 g L-1 NaCl, 0.20 g L-1 KCl, 1.56 g L-1 Na2HPO4·H2O and 0.20 g L-1 KH2PO4 (pH 7.4), was used for washing and preserving L02 cells. Hydroxylpropyl methylcellulose (HPMC) was purchased from Sigma and a PBS-HPMC solution (40 mg HPMC dissolved in 10 mL PBS) was used to prepare the cell suspension.

  TEMPO-based redox-sensitive fluorescent probe was kindly provided by Yanguang Wang group (Department of Chemistry, Zhejiang University, China). Detailed synthesis methods were described elsewhere.21 The stock solution of TEMPO-based probe was prepared at a concentration of 10-3 mol L-1 in dimethylsulfoxide (DMSO) for derivatizing reduced species in cells and kept in the dark at -20 ºC.

  L02 cells were cultured in a 160 mL glass culture bottle at 37 ºC with 5% CO2 in RPMI 1640 medium supplemented with 10% (v/v) fetal bovine serum (FBS, Sigma), penicillin (100 μg mL-1, Sigma), and streptomycin (100 μg mL-1, Sigma). Cells were diluted at a ratio of 1:3 every 3 days to maintain in the exponential growth phase.

  Sample treatment

  In the exponential growth phase, the L02 cells were harvested by adding Trypsin-EDTA (Sigma) to the culture and centrifuged at 1000 rpm for 5 min. After the supernatant was removed, the cells were resuspended in PBS solution. Then the cells were divided into two groups, one group of cells were pretreated with 100 μmol L-1 hydrogen peroxide for 30 min, while another group acted as control. The cells were washed with PBS twice to remove extracellular hydrogen peroxide and resuspended in 1 mL PBS. 20 μL TEMPO-based probe DMSO solution was then added to label the intracellular reducing species at room temperature for 30 min. The cells were washed with PBS twice to remove untreated probe and resuspended in PBS-HPMC (0.4%) solution to obtain a cell population of 105 cells mL-1.

  Single-cell analysis on microchip

  100 μL of PBS was added to both reservoirs SF1 and SF2, 100 μL of the labeled cell suspension was added to reservoir S with reservoir SW kept empty. Under hydrostatic pressure created by liquid-level difference between the reservoirs, the cell suspension flowed from S to SW and focused by two sheath-flow streams. When the cell flowed through the detection point one by one, the fluorescence emitted from the cell was detected by LIF. Simultaneously, the data acquisition and processing system was activated to record the fluorescence signal.

   

  Results and Discussion

  General considerations in microchip design

  In our preliminary design, a single-channel microchip with two reservoirs S and SW was used to explore the possibility of single-cell sampling. To simplify the system, hydrostatic pressure generated by adjusting the liquid level in SW lower than that of S was used to drive the cells from reservoirs S to SW as shown in Figure 2a. However, using such a simple microfluidic chip, the throughput is rather low. By adjusting the liquid level in SW reservoir 3 mm lower than that in S reservoir, individual cells in the cell suspension were separated with an average of 2 mm apart at a flow rate of 0.2 mm s-1 from S to SW. Once the liquid-level difference between SW and S was increased, the flow rate of single cells was also increased. However, it has been observed that multiple cells occupied the channel at any given point as shown in Figure 2a. To continuously introduce individual cells into the sampling channel with a high throughput, sheath-flow streams were introduced on both sides of the sample fluid stream. Under hydrostatic pressure generated by the differences in liquid levels in the reservoirs, cell suspension and sheath-flow buffer solution were drawn simultaneously from S, SF1, and SF2 to SW. The sheath-flow streams not only constrained the sample stream to the central region of the sampling channel, but also compressed its width. Individual cells in the sample stream migrated sequentially to SW with a high speed as shown in Figure 2b.
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  Hydrostatic pressure and cell concentration for high-throughput single-cell analysis

  Hydrostatic pressure is a key factor for high throughput analysis. Greater the hydrostatic pressure applied, faster the cells migrate and shorter the distance between the cells, which may lead to an overlapping signal peak profile. Lower the hydrostatic pressure applied, slower the cells migrate and greater the distance between the cells, which lead to a low throughput, we found that a hydrostatic pressure of -0.4 mbar is appropriate for acquiring high throughput analysis.

  Cell concentration should match with hydrostatic pressure of -0.4 mbar. Lower the cell concentration, greater the distance between the cells (see Figure 3), and lower the analysis throughput. However, higher cell concentrations lead to multi-cell sampling. When a hydrostatic pressure of -0.4 mbar is used, a cell concentration of 1.225 × 105 cells mL-1 is found to be appropriate for high throughput analysis of single cells.
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  Considerations in redox-sensitive fluorescent probe for living cells

  Fluorescent probes are promising tools for the exploration of the world inside cells. So far, many fluorescent probes have been designed to detect various reactive oxygen species (ROS),22 but few probes are effective for evaluating the reducing intracellular environment. Therefore, it is necessary to develop new probes as a supplement in order to achieve reliable results. In our experiment, we applied a TEMPO-based redox-sensitive fluorescent probes which was newly synthesized to evaluate the intracellular redox status in L02 cells. In living cells, the nitroxide moiety of the probe is reduced to hydroxylamine quickly and becomes highly fluorescent.21 The reaction principle of the TEMPO-based fluorescent probe was detailed in Scheme 1.23 The newly synthesized probe was used to evaluate the changes of redox status of L02 cells which was pretreated by H2O2. Since the cell membrane is permeable to the new dye, the incubation time of 30 min was used to guarantee complete derivatization of intracellular reducing species.
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  Analysis of intracellular redox status in single L02 cells

  A reducing Intracellular environment is necessary for living cells. The reducing level will change with cell apoptosis and oxidative stress.24 One group of L02 cells was treated with H2O2 while another group was not. Then, the intracellular reducing levels of the two groups of L02 cells were analyzed on the microfluidic chip. Figure 4a and Figure 4b show the analytical results of reducing levels of 44 L02 cells without treatment and 41 L02 cells with treatment in a 1-min segment, respectively. Since one peak was defined as an individual cell, Figure 4 indicated the average analysis throughput of intracellular reducing levels was 41-44 cells min-1. Although the analysis throughput could be increased by increasing the cell concentration or hydrostatic pressure, overlapping signals produced by two or more cells may be easily obtained at higher concentrations or speeds, which pose difficulty in acquiring the reducing levels of individual cell. Compared with the results shown in Figure 4c, a decrease of reducing level was observed for the H2O2 stimulated L02 cells. The results clearly demonstrated that normal hepatocytes conserve high levels of reducing species, while liver injury caused by oxidative stress can induce depletion of reducing species.

  
    

    [image: Figure 4. Typical recordings]

  

   

  Conclusions

  In summary, we have demonstrated a simple microfuidic system for high-throughput analysis of intracellular reducing levels without cytolysis. One sheath-flow channel located on each side of the sampling channel was used to generate a compressed sample stream, and the driving force was provided by hydrostatic pressure created by adjusting liquid levels in the reservoirs. The introduction of sheath-flow streams aligns individual cells in sampling channel. The changes of intracellular reducing level in L02 cells were observed by the proposed system before and after treatment. The simple and robust method shows great potential in high-throughput single-cell analysis. Combined with high selective antibody-based stains, it may also be useful for discriminating infected cells from healthy ones to generate a result with statistical significance for clinical diagnosis.
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    A influência do etanol, ácido sulfúrico e cloreto na resistência à corrosão do aço 316L foi investigada por meio de curvas de polarização e medidas de espectroscopia de impedância eletroquímica. No intervalo estudado, o potencial de corrosão do aço foi independente das concentrações de H2SO4 e NaCl em solução aquosa. Por outro lado, em solução contendo 65% (m/m) de etanol e 35% (m/m) de água, os potencias de corrosão foram mais altos do que os observados em solução aquosa. Além disso, o potencial de corrosão do aço foi alterado pela adição de H2SO4 e NaCl em solução. Em soluções com e sem etanol, mais 0,35% (m/m) de NaCl, a presença de 1% (m/m) de H2SO4 inibiu o aparecimento de corrosão puntiforme.

  

   

  
    The influence of ethanol, sulfuric acid and chloride on the corrosion resistance of 316L stainless steel was investigated by means of polarization curves and electrochemical impedance spectroscopy measurements. Over the studied range, the steel corrosion potential was independent of H2SO4 and NaCl concentrations in aqueous solution. On the other hand, in solution containing 65 wt.% ethanol and 35 wt.% water, the corrosion potentials were higher than those obtained in aqueous solution. Besides, the steel corrosion potential was affected by the addition of H2SO4 and NaCl in solution. In solutions with and without ethanol, plus 0.35 wt.% NaCl, the presence of 1 wt.% H2SO4 inhibited the appearance of pitting corrosion.

    Keywords: 316L stainless steel, electrochemical impedance spectroscopy, corrosion resistance, polarization curves

  

   

   

  Introduction

  Austenitic stainless steels were developed for use under both mild and severe corrosive conditions. Their high corrosion resistance is primarily due to the oxide layer formed on the surface, determined by the alloy composition and the environmental conditions in which the stainless steels (SS) are exposed to.1-4

  Stainless steels, such as types 304 (UNS S30400) and 316 (UNS S31600), contain a variety of inclusions in the form of oxides, silicates, aluminates and sulfides. These are often present as mixed species, in which the sulfides form shells around the oxides, silicates and aluminates. The manganese sulfide shell represents a particularly favorable site for pit initiation. The dissolving shells are thought to generate crevices between the insoluble oxide-silicate-aluminate cores and the stainless steel matrix, leading to appropriate conditions for the pitting propagation process.5-7

  If corrosion potential (Ecorr) is close to pitting potential (Ep), any small change in the oxidizing power of the solution, such as the introduction of traces of oxidizers, can produce pitting by reducing the separation between Ecorr and Ep. Alloy-environment combinations that are unlikely to cause pitting will have Ecorr significantly active to Ep. The value of Ecorr of stainless steels in oxygenated chloride solution may not change considerably from alloy to alloy. The difference between Ep or transpassivation potential, Et and repassivation potential, ER (the potential in which the film is repaired after damage) may be considered to be an indication of susceptibility to pitting corrosion of metallic materials. However, according to Sedriks,7 it has become customary to equate pitting resistance simply with the absolute value of Ep rather than Ep - Ecorr. Thus, it is generally accepted that the more noble the Ep value, the higher the pitting resistance.7 For 316L stainless steel, the Ep - Ecorr difference is almost constant in chloride solutions (0 to 5000 ppm of Cl- ions) in the presence of oxygen at different pH (2-12).8 For this reason, it was used the Ep values to indicate the susceptibility of this alloy to pitting corrosion.

  Previous work has shown that the nitric acid passivation treatment raises the pitting potential of 316 stainless steel (316 SS) in de-aerated seawater by about +250 mV vs. Ag/AgCl/KClsat. in the noble direction.9 Refaey et al.10 studied the corrosion of 316L SS in different NaCl concentrations (0.01 to 2.0 mol L-1), in the potential range -700 to +2000 mV vs. Ag/AgCl/KClsat. at a scan rate of 20 mV s-1. They observed that NaCl concentration did not affect the current vs. potential curves, which were characterized by the appearance of passive and transpassive regions. It was also noticed that the current increased suddenly, without any sign of oxygen evolution, indicating the breakdown of the passive layer and pitting corrosion nucleation.

  Studies with 304 stainless steel in ethanolic solutions containing 0.5 mol L-1 HCl and controlled amounts of water showed that no passivation occurred in the absence of water, while passivation was observed in 10 vol.% water.11 Other work12 has shown that the passivation behavior of 304 stainless steel in ethanol/water mixtures with hydrochloric acid presents an active-passive transition, which is strongly dependent on the solution water content. Passive layers with high electronic conductivity and high resistance to cation transport (as in aqueous media) are not formed without the presence of water.12

  De Anna13 studied the effects of water and chloride ions on the electrochemical behaviour of iron and 304L stainless steel in alcohols. The media studied were methyl, ethyl, isopropyl, n-butyl and 2-chloroethyl alcohols. The presence of water, even at a very low concentration, strongly influenced the passivation of iron in protic alcoholic solutions. The kinetics of the oxidation reactions, in the presence of water and/or chloride ions, were a function of the specific alcohol.

  There has recently been an increase in ethanol demand due to its use as vehicle fuel and, as a consequence of environmental concerns, studies on the corrosion resistance of the materials used in alcohol production plants as well as in transportation and storage equipment are needed. Furthermore, studies concerning the influence of aqueous-organic solvent mixtures on 316L stainless steel corrosion resistance are lacking in the literature. Our group has started a systematic study on the corrosion resistance of 316L SS in ethanolic solutions. Our lately work14 reported the evaluation of 316L SS corrosion resistance in a solution that simulates the acid hydrolysis of biomass. In that case, the working solution was composed of 65 wt.% ethanol, 35 wt.% water, 1 wt.% H2SO4 and NaCl contents ranging from 6 × 10-5 to 0.58 wt.%. In this sense, our study in the present work was extended to evaluate the AISI 316L SS (UNS S31603) corrosion resistance in both ethanolic and aqueous solutions with higher chloride concentrations. Additionally, the role of H2SO4 content in the solutions is also studied. Therefore, this work is aimed to study the influences of ethanol, sulfuric acid and chloride on the corrosion resistance of AISI 316L stainless steel by means of potentiodynamic polarization and electrochemical impedance spectroscopy measurements.

   

  Experimental

  Sample preparation

  The working electrode was a 316L stainless steel (UNS S31603) provided by Dedini S/A (Piracicaba, São Paulo State, Brazil), with a nominal composition (wt.%) of 65.85 (Fe), 17.56 (Cr), 9.44 (Ni), 2.29 (Mo), 3.94 (Mn), 0.64 (S) and 0.25 (Si). A geometrical area of 1 cm2, delimited by an O-ring, was exposed to the electrolyte. The electrode surface (2 cm length × 1.5 cm width × 2 mm thickness) was progressively polished, starting with 600 and 1200 grade emery papers and finishing with a 1 μm diamond suspension, using a polisher (Buehler®). The electrodes were then washed and sonicated with acetone, and dried using oil-free compressed air.

  Electrochemical cell

  All electrochemical studies were carried out in a conventional three-electrode electrochemical cell. The counter electrode was a Pt grid, and all potentials were measured against an Ag/AgCl/KClsat. reference electrode (+197 mV vs. SHE), connected to the solution via a Luggin capillary.

  Procedure and equipment

  Experiments were performed in aerated and unstirred 100 wt.% water, and a 35 wt.% water and 65 wt.% ethanol mixture, with 0.09 or 1 wt.% H2SO4 addition, and different NaCl concentrations at different pH values (Table 1).
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  The solutions were prepared from analytical grade reagents and Milli-Q water quality (18.2 MΩ cm). Polarization curves and electrochemical impedance measurements were obtained using an EG&G Model 273A potentiostat and a Solartron-SI1255 system. Before measuring the polarization curves, the electrical circuit was kept open in the different solutions for 2 min. The anodic potential scan was then performed, at a scan rate of 0.166 mV s-1, starting at +50 mV vs. Ag/AgCl/KClsat. below the corrosion potential (Ecorr), and scanning towards positive potential, either until the appearance of localized corrosion or until the transpassive region was reached. It is very important to note that gas evolution was not observed, what means that neither oxygen nor carbon dioxide was formed. A test for the presence of acetaldehyde in the electrolyte solution before and after polarizing the electrode till +900 mV and +1500 mV vs. Ag/AgCl/KClsat. was also performed using 2,4-dinitrophenylhydrazine according to the procedure previously described.15

  The electrochemical impedance spectroscopy (EIS) measurements were carried out as follows: firstly, the potential was swept towards more positive values, all located in the passive region; second, the circuit was opened and the potential measured for 1 h; then, the impedance diagrams were recorded applying a sine wave of 10 mV rms on the corresponding open circuit potential values, Eoc. The experiments were performed in a frequency range of 100 kHz to 5 mHz, recording 10 points per frequency decade. The electrical equivalent circuit was fitted to the experimental data using the non-linear least squares method with the software developed by Boukamp.16

  Finally, in order to ensure reproducibility, a minimum of two runs were performed for each experiment.

  Scanning electron microscopy (SEM) analysis

  SEM micrographs of the electrode surface were taken using a scanning electron microscope (JEOL T330A and PHILIPS XL30FEG) after polarizing the electrode at different conditions.

   

  Results and Discussion

  Potentiodynamic polarization curves

  Figure 1 shows the polarization curve obtained for 316L stainless steel in ethanol mixture (35 wt.% water + 65 wt.% ethanol), containing 1 wt.% H2SO4 and 0.35 wt.% NaCl, at 25 ºC.
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  The curve was divided into 5 different regions. Region A includes the cathodic part since the scan was initiated at 50 mV below the open circuit potential, Eoc, (or corrosion potential Ecorr) up to the Eoc. In this case, the change from cathodic to anodic current is directly correlated with the corrosion potential (Ecorr). In the polarization curve shown in Figure 1, this value is about +200 mV vs. Ag/AgCl/KClsat.. 
    Region B corresponds to the scan from the corrosion potential to the potential at which the current density practically reached a plateau. In this region, the stainless steel is oxidized and passivation was observed, and the current measured with the applied potential is due to the injection of defects in the natural oxide previously formed before starting the polarization. For even more positive potential, the current densities remained almost constant (region C). For different stainless steels, this potential region was attributed to the increase in the thickness of the oxide film formed in region B.17-20 Some works20-24 considered that the film thickness increased linearly as a function of potential, and consequently the electric field remained constant (at ca. 106-107 V cm-1) during the film formation process. Under these conditions, the transfer of metallic cations to the electrolyte is inhibited by the presence of a passive film at the electrode surface. The current behavior in region C can be related to other factors: changes in the electronic characteristics of the film, the increase in the homogeneity of the oxide film or the decrease in defects inside the film.25-28 Considering the results obtained until now, there was no experimental support to choose one of these factors responsible for the current plateau observed in the passive region. For the SS used in the present work, the potential and current values attributed to the transition between regions B and C is close to +0.4 V vs. Ag/AgCl/KClsat. and 
    1 × 10-6 mA cm-2, respectively. At potentials higher than approximately +850 mV vs. Ag/AgCl/KClsat., the current density increased exponentially (region D). No gas evolution was observed in this potential region, and then oxygen evolution is improbable to occur. In the same way, carbon dioxide formation in the gas form was not observed. Since the current density has almost the same values in the presence and absence of ethanol, it is little probable that ethanol oxidation is significant. In order to investigate the possible oxidation of ethanol at high positive potentials, the electrode was polarized at +900 mV vs. Ag/AgCl/KClsat. or at +1500 mV vs. Ag/AgCl/KClsat. for 30 min in the ethanolic solution and the electrolyte was analyzed before and after polarization by means of a reaction with 2,4-dinitrophenylhydrazine. All solutions gave negative test for the presence of acetaldehyde. Considering that no gas evolution (CO2) was observed and that the presence of acetaldehyde was not detected, it was concluded that the oxidation of ethanol, if occurs under these conditions, is of low significance and can be neglected.

  In order to determine whether the increase in the current density in region D was associated with steel transpassivation, or it was due to localized corrosion, the potential scan was inverted (region E). In general, the transpassive region is characterized by a rapid process of passivation/metal dissolution at positive potentials, which is usually considered as a type of damage of the passivated metal.29 Transpassivation is a phenomenon that a passive metal starts rapid dissolution if the electrode potential becomes too positive. It is believed that transpassivation is a process in which some chemical species in the original passive film turning into higher valence and more soluble products. As transpassivation is a rapid dissolution process, it is generally regarded as a type of corrosion damage to a passivated metal.29

  The potential inversion can provide information about the feasibility of repairing the damaged film. Current density values higher than those obtained in the direct scan (before inverting the scan) indicate that the damaged passive film is not repaired and/or localized corrosion has started, while smaller current values reflect film repair under the same conditions, and therefore the pitting process (stable pit formation) is not initiated.14 As can be seen in Figure 1, in the reverse scan, the current density decreased exponentially as the potential decreased, indicating that the current density increase in the direct scan was not associated with the localized corrosion, but with transpassivation of the steel.

  In the potential range of the polarization curve, no oxygen evolution was observed. Studies carried out in our laboratory with 316L stainless steel in ethanolic solutions containing 65 wt.% ethanol, 35 wt.% water and 1 wt.% H2SO4 showed that no oxygen evolution occurred up to 2000 mV vs. Ag/AgCl/KClsat., and therefore it was concluded that the transpassivation region (about +900 to +2000 mV vs. Ag/AgCl/KClsat.) is not affected by the oxygen reaction.14 Current density vs. potential profiles with similar regions to those shown in Figure 1 were obtained in corrosion resistance studies of passive films on 216L and 316L stainless steels in 1 mol L-1 H2SO4, in the presence of different NaCl concentrations,30 and for 304L SS in aqueous solution containing 0.05 mol L-1 H2SO4 and 0.05 mol L-1 NaCl.31

  Figures 2a, 2b, and 2c show the SEM micrographs for the polarized steel in the absence and presence of ethanol, respectively. According to X-ray microanalysis previously performed,14 both images show MnS inclusion dissolution up to the transpassivation region (+1000 mV and +1500 mV vs. Ag/AgCl/KClsat.). Rounded holes can be seen on the electrode surface which do not correspond to stable pit formation. In solutions containing 0.35 wt.% NaCl and low H2SO4 concentration (< 1 wt.%), pitting corrosion was observed. Figures 3 shows cyclic polarization curves obtained in solutions comprising zero and 0.09 wt.% H2SO4 in aqueous and ethanolic solutions, respectively. In both curves a sharp increase of current density was observed for potentials around +400 and +500 mV vs. Ag/AgCl/KClsat. (Table 2), respectively, suggesting localized corrosion, while no stable pits were observed with 1.0 wt.% H2SO4 (Figure 1). Figures 4a and 4b depict SEM micrographs of the electrode surfaces where pits are observed, confirming the suggestion given by polarization curves.
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  Brooks et al.32 reported the incorporation of sulfate and chromate in the oxide film grown on stainless steel during anodic oxidation in sulfuric acid, and concluded that the incorporation of these anions impeded the ingress of chloride ions into the film. As a consequence of the incorporation of these anions, a coulombic barrier against chloride adsorption is formed, which leads to a high resistance to stable pit formation.33 In the present work, the anodic oxidation of stainless steel with 1 wt.% H2SO4 might have occurred similarly to the literature.32,33

  In an ethanol/water mixture, the maximum amount of NaCl that can be solubilized is close to 2.0 wt.%,34 hence in the electrochemical measurements 1.70 wt.% NaCl was added to ensure complete salt dissolution (Table 2). No H2SO4 was added since 1 wt.% of acid decreases the salt solubility in an ethanol/water/NaCl mixture. By adding 1.70 wt.% NaCl to the solution, no ethanol influence was observed in the pitting potential (Table 2). Independently of the employed medium, it can be noted (Table 2) that the pitting potential decreased as the NaCl concentration increased from 0.35 to 1.70 wt.%, and the magnitude of the pitting potential decrease also depends on the presence of sulfuric acid. Finally, stainless steel-environment combinations that are unlikely to cause pitting will have Ecorr significantly active to Ep (Ecorr << Ep) or transpassive potential (Et) and only general corrosion commonly occurs.7 This behavior was observed for the solutions without chloride ions and with 0.35 wt.% NaCl + 1 wt.% H2SO4 (Table 2).

  Electrochemical impedance spectroscopy measurements

  EIS measurements were carried out in order to determine the influence of the solution in the characteristics of the passive film potentiodynamically formed at 0.166 mV s-1. The potential scanning was performed from the open circuit potential (Ecorr) to three different final potentials (Ef) associated with steel passivation (Table 2), (Ef - Ecorr was named overpotential from now on), hence avoiding occurrence of pitting or transpassivation (Table 3). The circuit was open and the potential measured for 1 h. The EIS diagrams were then obtained by applying the ac signal on that open circuit potential obtained after the polarization using six solutions, being three with ethanol.
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  The variation of the open circuit potential after pontentiodynamic polarization in the solutions with and without ethanol was related to differences in viscosity, density and dielectric constant, and possibly to the thickness of the films.

  Figure 5 displays the experimental and fitted complex plane (Figure 5a) and Bode (Figure 5b) plots for 316L stainless steel, obtained in aqueous solution and in the 35 wt.% water and 65 wt.% ethanol mixture, both containing 1 wt.% H2SO4 plus 0.35 wt.% NaCl, at 25 ºC. In these solutions, the oxide films were grown up to +600 mV vs. Ag/AgCl/KClsat., at 0.166 mV s-1, and before starting the experiments, the sample was held at open circuit potential for 1 h.
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  A simple and incomplete semi-circle in the complex plane plot is clearly seen, and similar impedance diagrams were recorded for all other conditions and studied solutions. According to Park et al.,35 in impedance experiments, a simple semi-circle corresponds to a charge transfer reaction by means of ionic migration through the passive oxide film. The Bode plots show only one time constant with a phase angle around -80º that can be attributed to the oxide film on steel (Figure 5b). The presence of only one time constant in Bode plots was also found by Wallinder et al.31 for 304L stainless steel in aqueous solution containing 0.05 mol L-1 H2SO4 and 0.05 mol L-1 NaCl, after exposing the sample for 90 min at open circuit potential and polarizing the electrode by applying the open circuit potential. Park et al.35 obtained similar results for 316L stainless steel in aqueous solution containing 0.5 mol L-1 NaCl and 0.5 mol L-1 NaHCO3, applying different anodic potentials.

  The electrical equivalent circuit (EEC, see Figure 5a) was fitted to the experimental data.16 The sum of square deviations (c2) around 10-3, the low errors (%) associated with estimation of all the parameters (Table 3), and the good adjustment between the fitted and the experimental diagrams indicate the adequacy of the proposed EEC. The deviation between experimental and adjusted impedance data in Figure 5a in the presence of ethanol observed at low frequency is not clear yet. EEC consists of a constant phase element (CPE) that is composed by a term which is related to the capacitance of the passive film, Qf, and n the exponent. The heterogeneity of the studied systems leads to non-ideal capacitive responses, thus the so-called constant phase element substitutes the capacitance.36 CPE is in parallel with the polarization resistance, essentially the resistance of the oxide film. The Rf was attributed to the ionic migration inside the film and is in series with the solution resistance, Rsolution.

  The resistances of the solutions are influenced by their viscosities, densities, dielectric constants and conductivities. Table 3 shows that the solution containing 0.35 wt.% NaCl plus 1 wt.% sulfuric acid presented higher conductivity than the solution without sulfuric acid, and the conductivity was lower when ethanol was present. Also, the solution containing 1.7 wt.% NaCl exhibited higher conductivity than the one with 0.35 wt.% NaCl. Then, it is clear that the presence of ethanol increased the resistivity of all solutions. The values of Rf and Qf present slightly influence of the electrolyte which means that the characteristics of the oxide film, reflected in the impedance diagrams, are practically independent of the Ef values. The n values are 0.9 and the phase angle values suggest a near-capacitor behavior.14

  Table 4 shows the calculated capacitance and the thickness of the oxide films obtained from the frequency at the maximum imaginary impedance which was estimated from the EEC according to equations 1 and 2.37
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  where C corresponds to the interfacial capacitance, Q is attributed to the CPE parameter of the interfacial capacitance, n is the exponent, ωmax is the characteristic frequency at which the imaginary part of impedance reaches its maximum magnitude, L is the thickness of the oxide film, ε0 is the vacuum permittivity (8.854 × 10-14 F cm-1) and e is equal to 12 which is the relative dielectric constant of the iron oxide.38,39

  Before discussing the data presented in Table 4, some explanations are needed. It is probably that both the capacitance of the oxide film and the electrical double layer are influencing the CPE (Qf and n) values obtained, mainly if they are similar in magnitude. Then, as both are in series, to have the capacitance of the oxide film only it must be much lower than the electrical double layer capacitance.27 Therefore, it means that the corresponding thickness estimated from the capacitance values (Table 4) may be not realistic. Also, it is important to note that the anodic potential limits during electrode polarization were chosen to represent a condition in which no pitting or transpassivation phenomena occur. For instance, in the presence of sulfuric acid and 0.35wt.% NaCl, the film was formed by potential sweeping from the Ecorr value (Table 2) to +600 mV considering that no pitting attack was observed. The transpassive potential is higher than +600 mV vs. Ag/AgCl/KClsat. and almost the same in the presence and absence of ethanol. Hence, the same anodic potential limit was applied when ethanol was added to the aqueous solution. However, even considering that the same final potential was applied, the overpotential (Ef - Ecorr) was different for these two solutions, being higher for aqueous solution, which may result in a thicker film. Thus, a thinner film should be expected for the solution containing ethanol, which cannot be seen in Table 4. Also, it is possible that the electrical double layer is influencing the C value, which could occur if large quantity of defects is present in the oxide film.40

  For the other solutions (Table 2), pitting attack was observed, and then, the anodic polarization was limited to a potential around 0.1 V lower than the pitting potential. The anodic potential limits in which +300 and +200 mV, respectively for the solutions with 0.35 and 1.70 wt.% NaCl without sulfuric acid. For the solution with 0.35 wt.% NaCl, the capacitance value in the presence of ethanol led to the formation of a thicker film than in its absence, and no significant influence of ethanol was observed in the solution with 1.7 wt.% NaCl. In the last solution, the overpotential in the absence and presence of ethanol was almost the same, around +300 mV.

  Electrochemical and X-ray photoelectron spectroscopy (XPS) studies of passive films formed on stainless steel in solutions containing borate buffer and chloride showed that film composition is dependent on its thickness and the electrolyte.41 Thus, the oxide films formed on 316L stainless steel immersed in different electrolytes may have different compositions, as well as thickness, and consequently different electrical properties.

   

  Conclusions

  In conclusion, the influence of ethanol, acidity and chloride concentration on the corrosion resistance of AISI 316L stainless steel was investigated by means of polarization curves and electrochemical impedance spectroscopy. The electrochemical results evidenced the presence of an oxide layer onto the 316L stainless steel (316 SS) which in conjunction with pitting potential values ensures the corrosion resistance of this kind of SS in different media (ethanolic and aqueous solutions) at room temperature. 
    Independently of the employed media, it was found that pitting potential decreased as the NaCl concentration increased, from ca. +400 mV vs. Ag/AgCl/KClsat. (0.35 wt.% NaCl) to approximately +250 mV vs. Ag/AgCl/KClsat. (1.70 wt.% NaCl). In both solutions, with and without ethanol, plus 0.35 wt.% NaCl, the presence of 1 wt.% H2SO4 inhibited the appearance of pitting corrosion at 25 ºC.

  The electrical equivalent circuit adjusted for the impedance data was (Rsolution[RfQf]), which consists of a CPE in parallel with the polarization resistance, being in series with the solution resistance, Rsolution. CPE is composed by a term related to the capacitance of the passive film, Qf, and n the exponent. The Rf was attributed to the ionic migration inside the film, essentially the resistance of the oxide film. Based on the Qf value the capacitance of the film, Cf was calculated, which allowed estimating the oxide film thickness.
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    Este trabalho descreve uma abordagem para dessimetrização de glicerol utilizando canforsulfonamida disponível como material de partida. A estratégia para síntese assimétrica de (R)/(S)-propranolol, (R)/(S)-naftopidila e (R)-monobutirina com formação de espirocetal por dessimetrização foi empregada e a reação de Mitsunobu foi utilizada para a formação de epóxido e éter. Esterificação de Steglich e CAN (nitrato de cério amônia) mediaram a desproteção de cetal como etapas chave na síntese. A abertura regioseletetiva do anel do epóxido forneceu a molécula desejada com bom rendimento e pureza ótica.

  

   

  
    Herein, an approach for desymmetrization of glycerol by using a readily available camphorsulfonamide as a starting material is described. The strategy for asymmetric synthesis of (R)/(S)-propranolol, (R)/(S)-naftopidil and (R)-monobutyrin with spiroketal formation by desymmetrization was employed and Mitsunobu reaction was used for epoxide and ether formation. Steglich esterification and CAN (cerium ammonium nitrate) mediated ketal deprotection, were key steps in the synthesis. Regioselective ring opening of epoxide gave desired molecule with good overall yield and optical purity.

    Keywords: desymmetrization, spiro-ketal, Mitsunobu etherification, Steglich esterification, camphorsulfonamide

  

   

   

  Introduction

  Glycerol is synthetically very useful as a source for the three carbon unit. The desymmetrization of glycerol is the most useful synthetic strategy for converting glycerol into a chiral synthon in the presence of (1R)-(–)-10-camphorsulfonamide. One of the classical ways for resolution of 1,2 and 1,3-diols is by means of formation of the ketal or acetal with a chiral ketone or aldehyde. Amino alcohols are used as β-adrenergic blocking agents for treatment of cardiovascular disorders such as cardiac arrhythmias, angina pectoris and hypertension.1 On a similar line, Hsu et al.2 demonstrated the desymmetrization of glycerol by spiroketal 5 formation with camphorsulfonamide. Thus, by entrapping the 1,2-diol functionality one can broaden the scope of glycerol to use as a chiral source in asymmetric synthesis. Marzi et al.3 used this strategy for the synthesis of (R)-carnitine from glycerol by modified desymmetrization strategy. Our group identified that this strategy is very useful in the synthesis of the (R) and (S)-enantiomer of propranolol, naftopidil and (R)-monobutyrin (Figure 1).

  
    

    [image: Figure 1. Chemical structure]

  

  (S)-propranolol (1b) is a potential β-adrenergic blocking agent and is more active than (R)-propranolol 1a, whereas (S)-naftopidil 2b is a α1-adrenoceptor antagonist and also possesses vasodilator activity. Several methods have been reported in the literature for the synthesis of (R)/(S)-propranolol and (R)/(S)-naftopidil. The incorporation of chirality into these was shown by Sharpless' asymmetric epoxidation,4 asymmetric dihydroxylation,5 nitroaldol condensation,6 hydrolytic kinetic resolution7 and asymmetric α-hydroxylation.8 Further, monobutyrin is a naturally occurring lipid that stimulates angiogenesis which secreted by differentiating adipocytes. Purification from adipocytes and identification of angiogenic activity were first done by Deborah et al.9 Angiogenesis refers to the growth of new blood vessels, or "neovascularization" and involves the growth of capillaries composed of endothelial cells.

  The (R)-isomer of monobutyrin was found to be bioactive. The only useful synthetic method for obtaining both (R) and (S)-monobutyrinisomers using D- and L- mannitol as chiral building blocks.10 Although the optical purity of (R)-monobutyrin 3 is good, it involves multiple steps and is not very attractive. In this context, a more practical approach for the synthesis of (R)-monobutyrin is highly desirable. The objective of the present investigation is to provide a two-step synthesis of (R)-(+)-monobutyrin.

  Our group identified that the introduction of the chirality by desymmetrization strategy of glycerol is not yet reported in the literature for the synthesis of 1, 2 and 3. It encouraged us to apply a synthetic strategy for the synthesis of both stereoisomers of propranolol, naftopidil and (R)-monobutyrin.

   

  Results and Discussion

  The desymmetrization of glycerol with (1R)-(-)-10-camphorsulfonamide as shown in Scheme 1 gave chiral spiro-ketal 5, which was purified by column chromatography to give a white solid  in 58% yield [mp 118-120 ºC; [image: Equation 01] -18.6º (c 1, CHCl3)] and only one diastereomer of the spiro-ketal is formed, in good agreement with the literature.3 Enantiopure spiroketal 5 was successfully used for synthesis of both enantiomers of propranolol and naftopidil, as depicted in the Scheme 2. Our objective was to get the chiral diol 7 as a key precursor. Accordingly, it was envisioned that the chiral spiro-ketal 5 as an immediate precursor for diol 7. The compound 5 was then subjected to Mitsunobu reaction with 1-naphthol to incorporate 1-naphthyloxy moiety in the form of 1-naphthylether 6 [mp 95-97 ºC; [image: Equation 02] -13.1º (c 1, CH3OH)].11,12

  
    

    [image: Scheme 1. Desymmetrization]

  

  
    

    [image: Scheme 2. (a) 1-Naphthol]

  

  The spiroketal moiety in 1-naphthyl ether 6 was subsequently deprotected with conc. HCl to give key intermediate chiral diol 7 in 96% yield [mp 102-104 ºC; [image: Equation 03] +6.2º (c 1.05, EtOH),8 +6.69º (c 1.05, EtOH)].3 The enantiomeric excess was confirmed by HPLC on chiral column and found to be 98% ee. Furthermore, the diol 7 was transformed into chiral epoxide 8a by intramolecular Mitsunobu reaction to yield the epoxide 8a. In order to obtain (S)-propranolol and (S)-napftopidil, diol 7 was transformed to epoxide 8b with inversion of stereochemistry. The esterification of the primary hydroxyl with p-nitrobenzoyl chloride (PNB) followed by in situ mesylation with methanesulfonyl chloride resulted in the formation of compound 9 as a gum. Epoxide 8b was obtained upon hydrolysis of the PNB-ester 9, done by addition of NaOH.13

  The synthesis of both stereoisomers of propranolol and naftopidil was very straightforwardand was achieved by regioselective ring opening of the epoxides 8a and 8b with isopropyl amine and by 1-(2-methoxyphenyl) piperazine, respectively, as shown in Scheme 3. For the asymmetric synthesis of (R)-monobutyrin 3, the enantiopure spiroketal 5 was subjected to treatment of butyric acid under Steglich esterification condition to get ester 10. It was tried ketal deprotection of compound 10 by various methods under different conditions using HCl,3 acetic acid,9 I2,14 ZnCl2,15 but none of these was useful. A number of spots and hydrolysis of the ester were observed. Finally, cerium(IV) ammonium nitrate was found suitable, selectively deprotecting 10 in 30 min.16 This afforded (R)-monobutyrin in excellent yield and good optical purity.

  
    

    [image: Scheme 3. (a) Isopropylamine]

  

  
    [image: Scheme 4. (a) n-Butyric acid]

  

   

  Conclusion

  In conclusion, our group demonstrated the simplicity of the synthetic desymmetrization strategy as a new approach towards the synthesis of (S)-propranolol, (S)-napftopidil and (R)-monobutyrin via desymmetrization of glycerol using (1R)-(–)-10-camphorsulfonamide as an easily available chiral auxiliary. Our synthetic strategy involved five steps, for which overall yield obtained was 32-34% and for monobutyrin 41%. The enantiomeric purity of stereoisomer of the 2, 8 and 3 were found to be 90-95% ee in comparison with the literature value.

   

  Supplementary Information

  Experimental details and spectra of compounds synthesized in this manuscript are available free of charge at http://jbcs.sbq.org.br as a PDF file.
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    Experimental

    Solvents were purified and dried by standard procedures prior to use. Monitoring of the reactions was carried out using TLC, (thin layer chromatograph, silica gel 60 F254 (Merk)) and visualization with UV light (254 and 365 nm). Other techniques to identify the TLC were use of I2 and solution of anisaldehyde in ethanol as developing reagents. IR spectra were recorded on Shimadzu FTIR 8400 instrument as a thin film or KBr pellets and the IR frequency expressed in terms of cm-1. The 1H and 13C nuclear magnetic resonance (NMR) spectra were recorded in CDCl3 on Bruker AC-200 NMR and Varian Mercury 300 MHz NMR spectrometers. Optical rotations were obtained on Jasco P-1020 digital Polarimeter. Elemental analysis was carried out with C, H, N-analyzer Thermoelectron Corporation Model EA-1112 series. GC-MS (gas chromatography-mass spectrometry) analyses were carried out using Shimadzu GCMS-QP5050A spectrometer and Phenomenex chiral HPLC analysis on Lux 5u Cellulose-1 (250 × 4.60 mm) column.

    Synthesis of camphorsulfonamide1,2

    Camphor-2-glycerol-spiro-ketal-10-sulfonylpyrrolidine (5)

    Glycerol (3.22 g, 35 mmol) was suspended into a solution of camphor-10-sulfonamide (5 g, 17.5 mmol) with p-toluenesulfonic acid monohydrate (0.5 g) in 100 mL anhydrous toluene. The mixture was heated under reflux for 4 h with azeotropic removal of water. After completion of the reaction, the Dean-Stark apparatus was dismantled and the content of the round-bottomed flask was cooled. The whole solution was taken into separating funnel and diluted with ethyl acetate (150 mL). This organic layer was then washed with saturated NaHCO3, water then extracted and dried over Na2SO4 and concentrated under reduced pressure to give crude. The compound was purified over silica gel 230-400 mesh under flash chromatographic separation with petroleum ether/ethyl acetate (70:30) to afford 2 as a white solid (3.65 g, 58%); mp 118-120 ºC; [image: Equation 04] –18.6º (c 1, CHCl3);2 [image: Equation 05] –11.8º (c 1, CHCl3); IR (KBr) νmax/cm-1 3497, 2891, 2934, 1448, 1332, 1145, 1047; 1H NMR (300 MHz, CDCl3) δ 0.94 (s, 3H, 7CH3), 0.98 (s, 3H, 7CH3), 1.31-1.38 (m, 1H, 6CH2), 1.48-1.52 (d, 1H, J 12.6 Hz, 3CH2), 1.63-1.82 (m, 2H, 4CH and 5CH2), 1.91-1.96 (m, 4H, –NCH2– CH2), 2.01-2.15 (m, 2H, 5CH2, 6CH2), 2.30-2.36 (m, 1H, 3CH2), 2.65-2.70 (d, 1H, J 14.4 Hz, –CH2SO2), 3.33-3.37 (m, 4H, NCH2), 3.46-3.47-3.54 (m, 1H,–CH2–SO2), 3.69-3.73 (dd, 1H, J 1.7 and 9.4 Hz, –OCH–CH), 3.95-4.11 (m, 4H, OCH2–CH–CH2 –OH); 13C NMR (75 MHz, CDCl3) δ 20.06 (CH3), 20.15 (CH3), 24.74 (N-CH2–CH2), 25.55 (6CH2), 26.70 (5CH2), 43.80 (4CH), 44.10 (7C) ,47.49 (3CH2), 50.11 (1C), 51.73 (CH2SO2), 58.30 (NCH2), 60.75 (OCH2), 64.41 (CH2OH), 74.05 (CH), 115.25 (2C); anal. calcd. for NO5S (359.48): calcd. C, 56.80; H, 8.13; N, 3.90; S, C17H29 8.92%; found C, 56.75; H, 8.08; N, 3.96; S, 8.90%.

    1-(((1R,2R,4S,4'S)-7,7-Dimethyl-4'-((naphthalen-1-loxy) methyl)spiro[bicyclo[2.2.1]heptane-2,2'-[1,3]dioxolane]-1-yl) methyl sulfonyl)pyrrolidine (6)

    To a solution of alcohol 5 (2 g, 5.5 mmol), 1-naphthol (0.940 g, 8.25 mmol) and triphenylphosphine (1.731 g, 6.6 mmol) in 20 mL of anhydrous THF was added a solution of DIAD (1.28 mL, 6.6 mmol) in anhydrous THF (5 mL) under the N2 atmosphere at room temperature. The resulting reaction monitored by TLC and stopped after 4 h looking at complete disappearance of alcohol 2. The solvent from the reaction mixture was evaporated under reduced pressure. The residue thus obtained was purified over silica gel 230-400 mesh size by flash column chromatography technique. The product was eluted with mixture of petroleum ether:ethyl acetate (80:20) solvent system to afford 3 as a white solid (1.91 g, 71%); mp 95-97 ºC; [image: Equation 06] –13.1º (c 1, CH3OH); IR (CHCl3) νmax/cm-1 2955, 2899, 1627, 1577, 1508, 1475, 1454, 1392, 1332, 1271, 1149, 1066, 1014, 979, 935, 908, 790, 775; 1H NMR (300 MHz, CDCl3) δ 0.98 (s, 3H, 7CH3), 1.06 (s, 3H, 7CH3), 1.25-1.37 (m, 2H, 5CH2, 6CH2), 1.52-1.58 (m, 2H, 4CH, 6CH2), 1.72-1.80 (m, 4H, –NCH2 –CH2), 2.00-2.11 (m, 2H, 3CH2, 5CH2), 2.22-2.34 (m, 1H, 3CH2), 2.78-2.83 (d, 1H, J 14.4 Hz, CH2SO2), 3.21-3.37 (m, 5H, CH2SO2, SO2NCH2), 3.97-4.02 (m, 1H, OCH2CH), 4.18-4.29 (m, 2H, OCH2, CH2OH), 4.40-4.50 (m, 2H, –CH2–CH-CH2), 6.89-6.91 (d, 1H, J 7.1 Hz, Ar–H), 7.33-7.50 (m, 4H, Ar–H), 7.77-7.80 (m, 1H, Ar–H), 8.19-8.22 (m, 1H, Ar–H); 13C NMR (75 MHz, CDCl3) δ 20.33 (CH3), 20.83 (CH3), 25.43 (6CH2), 25.66 (NCH2CH), 26.78 (5CH2), 44.47 (4CH2), 44.64 (7C), 45.40 (3CH2), 47.53 (1C), 49.99 (CH2SO2), 52.79 (N CH2), 67.73 (OCH2), 68.62 (CH2O), 72.39 (OCH2CHCH2), 105.50 (Ar), 116.64 (2C), 120.53 (Ar), 121.83(Ar), 125.14(Ar), 125.56 (Ar), 125.94 (Ar), 126.30 (Ar), 127.46 (Ar), 134.43 (Ar), 154.31(Ar); anal. calcd. for C27H35NO5S (485.64) calcd. C, 66.78; H, 7.26; N,  2.88; S, 6.60 %; found C, 66.82; H, 7.24; N, 2.92; S, 6.68%.

    (R)-3-(Naphthalene-1-yloxy) propane-1,2-diol (7)

    In a 100 mL round bottom flask was added naphthyl ether 6 (1 g, 2 mmol) and a solution of hydrochloric acid in methanolic (5 mL of 3 mol L-1 HCl in 20 mL of MeOH). The content of the flask stirred at 70 ºC for 10 h and the reaction monitored by TLC. After completion of the reaction, the methanol was removed under reduced pressure. The crude residue was dissolved in water and extracted with ethyl acetate (20 mL × 3). The combined organic layer dried over sodium sulfate, filtered and evaporated under reduced pressure to yield crude product. It was then purified by flash chromatographic separation (silica gel, 100-200 mesh) using petroleum ether:ethyl acetate (70:30) solvent system for elution to give white colored solid (431 mg, 96% yield); mp 102-104 ºC; [image: Equation 07] +6.2º (c 1.05, EtOH),3 [image: Equation 08] +6.69º(c 1.05, EtOH); IR (KBr) νmax/cm-1 3313, 3290, 3227, 2953, 2933, 2874, 1726, 1579, 1508, 1442, 1392, 1348, 1273, 1240, 1226, 1211; 1H NMR (300 MHz, CDCl3) δ 2.34 (brs, 2H, –OH), 3.84-3.97 (m, 2H, –CH2OH), 4.21-4.28 (m, 3H, CH, CH2), 6.83-6.85 (d, 1H, J 7.53 Hz, Ar–H), 7.34-7.53 (m, 5H, Ar–H), 7.79-7.82 (m, 1H, Ar–H), 8.20-8.22 (m, 1H, Ar–H); 13C NMR (75 MHz, CDCl3) δ 63.29 (CH2OH), 68.62 (CH), 69.97 (CH2), 104.32, 119.72, 121.50, 124.54, 124.97, 125.36, 125.80, 126.83, 133.83, 153.86; chiral HPLC analysis: Lux 5u Cellulose-1 (250 × 4.60 mm) column; eluent isopropanol:hexane 25:75; flow rate: 1 mL min-1, detector: 254 nm tR 9.37 min (minor 2%), tR 11.26 min (major 98%); GC-MS 218, 184, 169, 144, 127, 115, 89, 72, 58, 43, 41.

    (S)-2-((Methylsulfonyl)oxy)-3-(naphthalen-1-yloxy)propyl 4-nitrobenzoate (9)

    (i) To a solution of diol 7 (0.5 g, 2.2 mmol) in dry dichloromethane (5 mL) was added pyridine (0.46 mL, 5.7 mmol) followed by solution of 4-nitrobenzoyl chloride (4.24 g, 2.2 mmol) in dichloromethane (5 mL) at 0 ºC and stirred the reaction mixture 4 h. Reaction monitored by TLC and it was stopped after complete disappearance of starting material on TLC. The solid thus formed in the reaction mixture was filtered and the dichloromethane was concentrated under reduced pressure. The residue was purified by column chromatography on 100-200 mesh silica and eluted with ethyl acetate. Subsequent evaporation of ethyl acetate under vacuum afforded (S)-2-hydroxy3-(naphthalene-1-yloxy)propyl-4-nitrobenzoate as yellow colored gum (0.714 g, 85%).

    (ii) To a solution of (S)-2-hydroxy-3-(naphthalene1-yloxy)propyl-4-nitrobenzoate (0.5 g, 1.36 mmol) and methanesulfonyl chloride (0.12 mL, 1.63 mmol) in dry ethyl acetate was added Et3N (0.47 mL, 3.4 mmol) at 0 ºC. The reaction was stirred for 10 min and quenched with addition of additional 50 mL ethyl acetate and transferred whole mixture to a separating funnel. This layer was washed with dil. HCl (20 ml) followed by water (25 mL × 2) and the organic layer dried over MgSO4 and concentrate on rotary evaporator under reduced pressure. The residue thus obtained was purified by column chromatography over 100-200 mesh silica with petroleum ether:ethyl acetate (70:30) was used as a solvent system to afford compound 9 as a gummy liquid; 0.557 g, over all yield of two steps 78%; [image: Equation 09] –8.0º (c 1, CHCl3); IR (KBr) νmax/cm-1 2958, 2926, 1728, 1633, 1462, 1301, 1263, 1215, 1174, 1103, 1016, 939, 869, 759; 1H NMR (300 MHz, CDCl3) δ 3.03 (s, CH3), 4.30-4.39 (m, 2H, OCH2), 4.60-4.72 (m, 2H, COOCH2), 5.38-5.50 (m, 1H, CH), 6.74-6.87 (d, 1H, J 7.6 Hz, Ar–H), 7.19-7.45 (m, 5H, Ar–H), 7.60-7.70 (m, 1H, Ar–H), 8.16-8.23 (m, 4H, Ar–H); 13C NMR (75 MHz, CDCl3) δ 38.85 (CH3), 66.74 (CH2), 68.54 (CH2), 68.81 (CH), 104.87 (Ar), 121.06 (Ar), 121.45 (Ar), 123.44 (Ar), 125.22 (Ar), 125.39 (Ar), 125.63 (Ar), 126.52 (Ar), 127.55 (Ar), 129.63 (Ar), 129.80 (ArH), 130.77 (Ar), 134.40 (Ar), 134.88 (Ar), 150.46 (Ar), 153.73 (Ar), 164.78 (C=O).

    (S)-2-((Naphthalene-1-yloxy) methyl)oxirane (8b)

    To a solution of (S)-2-(methylsulfonyloxy)-3-(napthalen1-yloxy)propyl 4-nitrobenzoate (9) (0.5 g, 1.12 mmol) in 1,4-dioxane (5 mL) was added aqueous solution of NaOH (0.053 g, 1.34 mmol, in 10 mL H2O). Whole content of the flask was stirred for 18 h at 70 ºC. Reaction was monitored by TLC and was looked at complete disappearance of starting material on the TLC. Reaction was then stopped and the 1,4-dioxane solvent was evaporated under reduced pressure over rotary evaporator. The residue thus obtained was purified by column chromatography on 100-200 mesh silica with petroleum ether:ethyl acetate (80:20) was used as solvent system for the elution of the product. It afforded epoxide 8b as colorless liquid (0.190 g, 85%), [image: Equation 10] –32.5º(c 1.5, MeOH),4 [α]25D -33.9º(c 1.55, MeOH)); IR (KBr) νmax/cm-1 3053, 2999, 2926, 1676, 1579, 1508, 1464, 1396, 1271, 1240, 1101, 1020, 916, 862, 792, 771; 1H NMR (300 MHz, CDCl3) δ 2.67-2.70 (dd, 1H, J 5.0, 2.7 Hz, CH2O), 2.78-2.81 (t, 1H, J 5, 4.1 Hz, CH-O), 3.30-3.35 (m, 1H, CH), 3.90-3.96 (dd, 1H, J 5.3, 7.0 Hz, OCH2), 4.20-4.24 (dd, 1H, J 7.6, 2.9 Hz, OCH2,), 6.65-6.67 (d, 1H, J 7.6 Hz, Ar–H), 7.25-7.30 (t, 1H, J 7.7, 8.2 Hz, Ar–H), 7.40-7.45 (m, 3H, Ar–H), 7.72-7.75 (dd, 1H, J 6.2, 3.5 Hz, Ar–H), 8.26-8.29 (dd, 1H, J 6.2, 3.4 Hz, Ar–H ); 13C NMR (75 MHz, CDCl3) δ 44.34 (CH2O), 49.96 (CH), 68.66 (OCH2), 104.77 (Ar), 120.58 (Ar), 121.84 (Ar), 125.11 (Ar), 125.36 (Ar), 125.57 (Ar), 126.31 (Ar), 127.26 (Ar), 134.31 (Ar), 153.99 (Ar).

    (R)-2-((Naphthalene-1-yloxy) methyl)oxirane (8a)

    An stirred mixture of diol 7 (0.50 g, 1.87 mmol), triphenylphosphine (0.52 g, 1.96 mmol) and diethyl azodicarboxylate (0.34 g, 1.96 mmol) in dry chloroform (16 mL) was refluxed for 4 h; after evaporation of the solvent at reduced pressure, the crude residue was purified by column chromatography on 230-400 silica gel, eluting with hexane/ethyl acetate mixtures, to give 0.36 g (79% yield) of the title compound as colorless liquid; [image: Equation 11] +28º(c 1.5, MeOH).

    (S)-1-(Isopropylamino)-(naphthalene-1-yloxy)propane-2-ol (1b)

    To a solution of epoxide 8b (0.1 g, 2.5 mmol) in dichloromethane (10 mL) was added slowly the isopropyl amine (0.295 g, 25 mmol). The whole reaction mixture was stirred under nitrogen atmosphere at room temperature. Reaction was monitored by TLC and the reaction stopped after 30 h. The excess isopropyl amine and the dichloromethane were removed under reduced pressure to dryness. The residue thus obtained was dissolved in water and extracted with EtOAc (25 mL × 2). The combined organic layer was washed with brine, dried over anhydrous Na2SO4, filtered and concentrated on rotary evaporator under reduced pressure. Purification was carried out by flash column chromatography (230-400 mesh silica) using EtOAc:petroleum ether (75:25) as a solvent system to give (-)-propranolol 1b as white solid (0.056 mg, 71%); mp 87-89 ºC; [image: Equation 12] –9.5º (c 0.55, EtOH),3 [image: Equation 13] –9.9º (c 0.5, EtOH); IR (KBr) νmax/cm-1 3269, 2966, 2922, 2864, 1627, 1587, 1510, 1462, 1398, 1338, 1269, 1180, 1101, 999, 920, 879, 786, 763; 1H NMR (300 MHz, CDCl3) δ 1.15-1.26 (d, 6H, J 6.2 Hz, CH3), 2.87-2.98 (m, 2H, CH2), 3.03-3.08 (dd, 1H, J 8.8, 3.5 Hz, NH–CH–), 3.17 (bs, 2H, OH, NH), 4.10-4.19 (m, 2H, OCH2), 4.22-4.29 (m, 1H, CH), 6.80-6.82 (d, 1H, J 7.4 Hz), 7.33-7.38 (t, 1H, J 8.2, 7.7 Hz), 7.40-7.51 (m, 3H), 7.78-7.81 (dd, 1H, J 5.8, 3.5 Hz), 8.23-8.26 (dd, 1H, J 6.7, 3.0 Hz); 13C NMR (75 MHz, CDCl3) δ 22.90 (CH3), 49.07 (CH), 49.63 (CH2), 68.45 (OCH2), 70.79 (CH), 104.96 (Ar), 120.64 (Ar), 121.89 (Ar), 125.29 (Ar), 125.87 (Ar), 126.46 (Ar), 127.56 (Ar), 134.54 (Ar), 154.39 (Ar); LC-MS m/z 260.17 (M+ + 1), 282.20 (M+ + Na); For compound 1a: [image: Equation 14] +6.02º (c 1.6, EtOH),5 +5.1º (c 1.6, EtOH).

    (S)-1-(4-(2-Methoxyphenyl)piperazin-1-yl)-3-(naphthalene1-yloxy)propan-2-ol (2b)

    To a solution of epoxide 8b (0.1 g, 0.5 mmol) in anhydrous 2-propanol (10 mL) was added 1-(2-methoxyphenyl) piperazine (0.096 g, 0.5 mmol) and the reaction mixture was refluxed for 32 h. After completion of reaction, the solvent was removed under reduced pressure and purification was carried out by flash column chromatography (230-400 mesh silica). The EtOAc:petroleum ether (60:40) was used as solvent system for elution, it afforded the (S)-(+)-naftopidil 2b as a yellow solid (0.156 g, 80%); mp 126-127ºC; [image: Equation 15] +4.3º (c 1.55, MeOH);3 [image: Equation 16] +4.5º (c 1.5, MeOH); IR (CHCl3) νmax/cm-1 3403, 3031, 2977, 2907, 1261, 1225; 1H NMR (300 MHz, CDCl3) δ 2.58-2.70 (m, 4H, N-CH2), 2.80-2.85 (m, 2H, CH2N), 3.03-3.51 (m, 4H, NCH2), 3.51 (bs, 1H, OH), 3.75 (s, 3H, OCH3), 4.02-4.10 (m, 2H, OCH2), 4.19-4.23 (m, 1H, CH), 6.72-6.85 (m, 2H, Ar–H), 6.83-6.85 (d, 2H, J 3.9 Hz,Ar–H), 6.87-6.95 (1H, m,Ar–H), 7.14-7.29 (1H, m, Ar–H), 7.33-7.42 (3H, m, Ar–H), 7.69-7.72 (m, 1H, Ar–H), 8.19-8.22 (m, 1H, Ar–H); 13C NMR (75 MHz, CDCl3) δ 50.44 (NCH2), 53.43 (NCH2), 55.17 (OCH3), 60.85 (CH2N), 65.47 (CH), 70.36 (OCH2), 104.73 (Ar), 111.03 (Ar), 118.05 (Ar), 120.39 (Ar), 120.83 (Ar), 121.78 (Ar), 122.91 (Ar), 125.07 (Ar), 125.41 (Ar), 125.67 (Ar), 126.26 (Ar), 127.32 (Ar), 134.31 (Ar), 140.87 (Ar), 152.04 (Ar), 154.21 (Ar); LC-MS m/z 393.36 (M+ + 1), 415.36 (M+ + Na); For compound 2a: [image: Equation 17] –10.6º (c 1, MeOH,);6 [image: Equation 18] –11.7º (c 1, MeOH).

    (R)-2,3-Dihydroxypropyl butyrate (3)

    To a stirred solution of ketal ester 10 (0.200 g, 0.46 mmol) dissolved in water (0.4 mL) and acetonitrile (5 mL) was added solid CAN (cerium ammonium nitrate; 0.012 g, 0.023 mmol, 5 mol%). The resulting solution was stirred 1 h at room temperature.After that, NH4OH (20 mL) was added and resulting yellow-orange suspension was filtered through celite, washed with CH3OH and solvent evaporated to dryness under reduced pressure. Reaction mixture was purified by using petroleum ether: ethyl acetate (60:40) on column chromatography to get (R)-monobutyrin as clear liquid (49 mg, 65 %); [image: Equation 19] +5º (c 1, CHCl3);7 +5.13º(c 1.13, CHCl3); IR (KBr) νmax/cm-1 3412, 2950, 1746, 1420, 1356, 1130; 1H NMR (300 MHz, CDCl3) δ 0.89-0.94 (t, 3H, J 7.4 Hz, CH3), 1.57-1.69 (m, 2H, CH2), 2.28-2.33 (t, 2H, J 7.4 Hz, CH2), 2.48 (s, br, 2H, OH), 3.53-3.59 (dd, 1H, J 5.9, 11.4Hz, CH-OH), 3.64-3.69 (dd, 1H, J 3.8, 11.4Hz, CH-OH), 3.86-3.93 (q, 1H, J 4.7, 9.4 Hz, CH), 4.08-4.20 (m, 2H, CH2); 13C NMR (75 MHz, CDCl3) δ 13.56 (CH3), 18.35 (CH2), 35.96 (CH2), 63.32 (CH2), 65.09 (CH2), 70.24 (CH), 174.17 (CO).
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    O principal objetivo deste trabalho foi o estudo do perfil de evaporação de BTEX (benzeno, tolueno, etilbenzeno e xilenos) em amostras de gasolina pura e mistura de gasolina-etanol. Os vapores de duas colunas lacradas contendo areia de fundo de rio e água destilada foram monitorados por 18 dias por SPME (micro extração em fase sólida). BTEX que permaneceram na fase aquosa e na areia foram extraídos por SPE (extração em fase sólida) e Soxhlet, respectivamente. A análise instrumental foi realizada por cromatografia a gás com detector por ionização de chama (GC/FID). Tolueno e etilbenzeno apresentaram as maiores volatilizações na coluna contendo a mistura gasolina-etanol. Esta distribuição pode ser devida à ocorrência de forças atrativas envolvendo moléculas de etanol e de BTEX. O benzeno foi o composto com maior retenção na fase areia da coluna contendo a mistura gasolina-etanol.

  

   

  
    The main objective of the present study was to assess the evaporation profile of BTEX (benzene, toluene, ethylbenzene and xylenes) in neat gasoline and gasoline-ethanol blend fuels. The vapors from two sealed columns containing river sand and distilled water were monitored during 18 days by SPME (solid-phase microextraction). BTEX that remained in the water and sand phases were extracted by SPE (solid-phase extraction) and Soxhlet, respectively. Instrumental analysis was performed by gas chromatography using a flame ionization detector (GC/FID). Toluene and ethylbenzene showed the highest volatilizations in the gasoline-ethanol column and the occurrence of attractive intermolecular forces among ethanol and BTEX molecules can be responsible for this distribution. Benzene showed the lowest reduction of concentration in the sand compartment in the gasoline-ethanol column.
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  Introduction

  After the first oil crisis in the 1970s, with the increasing pollution levels and the need for clean energy production, several nations around the world developed programs to support the use of alternative fuels, including ethanol and gasohol (a gasoline-ethanol blend), as automobile fuels. The main advantages of the ethanol-blend fuels are the reduction of greenhouse gas emissions and the higher octane number of gasoline. The ethanol content in Brazilian gasoline ranges from 24 to 25%.1

  Brazil counts on two national programs aimed at introducing ethanol to its energy matrix. In one program, 20-25% combustible anhydrous ethyl alcohol (AEAC) is blended with gasoline. The volume of the mixture was established by a governmental law, and is dependent upon market and economic variables.1 In the other program, combustible hydrated ethyl alcohol (AEHC) is sold as fuel for cars running exclusively on flexible-fuel or alcohol. Anhydrous ethyl alcohol has been used in Brazil since 1939 as a gasoline additive, with percentages varying from 5 to 25%. In 2010/2011 the Brazilian production reached 8 billion and 19.6 billion liters of AEAC and AEHC, respectively (an increase of 7% in relation to 2009/2010).2 The technology used in AEAC makes this product very competitive in both domestic and international markets.

  Despite the benefits provided by the mixture, the presence of ethanol in gasoline may affect the BTEX (benzene, toluene, ethylbenzene and xylenes) volatilization process, and these compounds may evaporate from spills of underground storage tanks or by accidental releases. Past studies have shown that gas transport through the vadose zone can be influenced by moisture content due to variations in gaseous permeability, phase partitioning and aerobic biodegradation.3 In the soil-spill situation, the rate of evaporation is a function of temperature, wind speed, atmospheric conditions, solar radiation, volatility and diffusion characteristics of the fuel and thickness of the vadose zone.4

  Compounds containing four to six carbon atoms volatilize faster than heavier hydrocarbons. In the case of gasoline, BTEX are the chemicals of greatest concern because of their toxicity and carcinogenic activity.5,6 In gasohol, the presence of ethanol can modify the dissolution capacity of BTEX and increase groundwater pollution. Some of these changes reported in the literature are variations of free-phase measurements in monitoring wells, cosolvent effects that increase BTEX dissolution rate in the presence of ethanol, preferable biodegradation of ethanol in gasohol plumes, which causes anoxic conditions for BTEX degradation,7,8 and gasohol contamination.9 Due to a cosolvent effect, ethanol reduces the interfacial tension of gasoline with respect to water content, which enables the gasoline-ethanol non-aqueous phase liquid (NAPL) to enter smaller pore spaces and to infiltrate more easily through the vadose zone towards the water table.10 Ethanol inhibits biodegradation of petroleum hydrocarbons, especially BTEX, by preferential degradation of the ethanol, causing preferential consumption of electron acceptors and nutrients, and changes to microbial populations that favor ethanol degraders.10 This negatively affects the ability of naturally occurring microorganisms to degrade harmful groundwater contaminants (natural attenuation). As a consequence, there is an increased proportion of dissolved plume of gasoline-contaminated groundwater, particularly benzene.7

  With the increased use of biofuels like ethanol, pure or mixed with fossil fuels, the effects of ethanol on the volatilization profiles of BTEX have become a matter of global concern, mainly the accidental soil spills. However, despite the well-known harmful effects of those chemicals, there is lack of quantitative analysis of the influence of ethanol on the evaporation rates of each individual component on gasoline-ethanol fuel. This is a particularly important issue because the evaporation profile of each BTEX compound may predict their transport and accumulation in soil and water sources. Therefore, the main objective of the present study was to perform a quantitative analysis of the influence of ethanol on the evaporation behavior and distribution of the individual BTEX compounds over the headspace, sand and water phases of experimental columns, simulating spills of neat gasoline and gasoline-ethanol.

   

  Experimental

  Samples and solvents

  The samples of gasoline without ethanol were provided by Motors Laboratory of the Alberto Pasqualini Refinery, Brazilian Petroleum Agency (REFAP-Petrobrás). Anhydrous ethanol, BTEX standards and n-hexane were purchased from Merck (São Paulo, Brazil) and were used as received. All reagents and solvents used in this study were of analytical grade. The gasoline samples contain 30.63 (mass%) of aromatics, 11.72 (mass%) of alkanes, 17.90 (mass%) of substituted alkanes and 39.75 (mass%) of other components, and vapor pressure of 51.5 kPa.11

  The Brazilian National Agency of Petroleum, Natural Gas and Biofuels (ANP) determines the characteristics of the fuel used in Brazil. The minimum ethanol content in AEAC is 99.3% by volume, and in AEHC 92.6% by volume. Gasoline C that results from the mixture of neat gasoline with 25% of ethanol must have a minimum motor octane number (MON) of 82.10 For Brazilian gasoline and gasoline-ethanol (24% per volume in ethanol), the values for surface tension are 25.5 and 24.7 din cm-1, respectively, and for interfacial tension the values are 16 and 10 din cm-1.12

  Experimental columns

  In the present work, the sand phases (washed river sand, 110 mm high) of two glass columns were contaminated with neat gasoline and gasoline-ethanol. The sand was previously treated by Soxhlet extraction with n-hexane (4 h) and autoclave at 120 ºC for 48 h. The columns and the distilled water were also sterilized by autoclave (120 ºC for 15 min) and had the following characteristics: height 0.3 m, internal diameter 0.14 m, total volume 4.62 L. The columns were filled with distilled water (100 mL, 18 mm high), 5.0 kg sand (particle diameters ranging from 0.25 to 0.59 mm, composed mostly of quartz, and uniformity coefficient and curvature coefficient of 1.08 and 0.89, respectively) supported by a stainless steel divisor (1 mm mesh). The initial conditions of the columns were obtained by introducing 50 mL neat gasoline in the upper layer of column 1 (five contamination points, 10 mL at each point). The contamination points were made with a test tube to simulate a uniform fuel spill. Column 2 was contaminated in the same way with 50 mL of a gasoline-ethanol mixture (25% v/v of ethanol). After the contamination, the junction between the column bodies and the caps were sealed with silicone to avoid vapor loss. Vapor leaks were checked twice daily (in morning and afternoon) with a water-ethanol mixture that was applied with a 1 mL syringe at different points of the junctions and the upper septum. No micro bubbles (indicating vapors leaks) were observed during the entire experimental period. The room temperature was monitored daily and showed an average value of 19.9 ± 2.3 ºC. Figure 1 shows a scheme of the experimental columns.

  
    

    [image: Figure 1. Scheme of the experimental]

  

  The choice of sand as a soil model was based on the absence of the chemical organic groups, usually attached to the soil particles. These chemical groups may impair the study of BTEX volatilization based exclusively on the ethanol effect. In addition, sand appears to be a good model for the study of petroleum hydrocarbons in soil, plume behavior of petroleum hydrocarbons and naphthalene bioavailability.13-15

  Extraction procedures

  Headspace

  The vapors in the experimental columns (150 mm high) were sampled by SPME (solid-phase microextraction) using an 85 µm PDMS (polydimethylsiloxane) fiber (Supelco, Bellefonte, PA, USA) over 18 days. The first SPME sampling was performed 48 h after the columns closure by the septum perforation with the needle of the SPME holder. The fiber was exposed in the columns headspace for 15 min. After this exposure time, the fiber was gathered and exposed again in the GC (gas chromatograph) injection port and maintained in this position during the entire run. The sampling interval was 30 min.

  Many works have been published regarding the equilibration time for the extraction of BTEX from aqueous or solid samples ranging from 5 to 20 min.16-20 In the present work, no increase of the BTEX chromatographic peak areas were observed at extraction times longer than 15 min. Therefore, in both columns, the fiber was exposed for 15 min and the SPME holder was adjusted to 4 cm. The vapors were analyzed (in triplicate) via gas chromatography and the fiber was maintained for 15 min in the chromatograph injection port to avoid the carryover effect. After each sampling, 20 mL of the headspace vapors were flushed with a gas-tight syringe to force the system to reach a new equilibrium state by mass transfer of BTEX to the headspace. The interval between each sampling was 48 h. 
    Even though phase equilibrium should be within in few hours for NAPL such as BTEX, the interval of 48 h was necessary due to the GC availability for the instrumental analysis.

  At the end of the experimental period, the sand and water phases were extracted as described below.

  Soil model (sand)

  Although labour-intensive, Soxhlet extraction is a well-established and widely used method for the extraction of solid samples including fuel contaminated soil.21-25

  After the experimental period, the sand phase was placed in a plastic basin and homogeneously mixed with a small shovel. Aliquots of the sand phase (10 g from each column) were extracted by Soxhlet in 125 mL of n-hexane for 4 h. Afterwards, the organic extracts were reduced in volume (rotary evaporator) to 10 mL and then to 1.0 µm L (fume hood). 1 mL of the organic extracts was injected into the GC/FID (GC/flame ionization detector, triplicate of injection).

  Water

  The water samples were extracted using solid phase extraction (SPE) cartridges for the measurement of the concentrations of BTEX compounds added to the water phase. This method is well-established in the literature and was used for the determination of BTEX in river water.25 The C18 cartridges (SupelcleanTM, Supelco, 6 mL cartridges, 1.0 g sorbent mass) were previously conditioned on a SPE manifold at a flow rate of 1-2 mL min-1 with 15 mL of methanol followed by 15 mL of n-hexane. The cartridges were not allowed to run dry after conditioning. The samples were extracted under vacuum (10 mL min-1). The cartridges were dried under vacuum for 30 min prior to elution. BTEX were eluted from sorbents with 5 mL of n-hexane at a flow rate of 1 mL min-1. The organic extract volumes were reduced to 1.0 mL in a rotary evaporator. 1 µm L of the organic extracts was injected into the GC/FID (triplicate of injection).

  The validation of the sampling and analysis methods were based on literature reports.16-26

  Instrumental analysis

  Instrumental analysis was performed with a gas chromatograph (PerkinElmer model Autosystem-XL) with flame ionization detection. A 30 m Elite column (film thickness 0.25 µm, internal diameter 0.25 mm) was temperature programmed from 40 ºC (held for 10 min) to 220 ºC (held for 0 min) at 5 ºC min-1. The flow rate of the carrier gas (helium) was 1 mL min-1. The limit of detection for the pure BTEX was evaluated by instrumental analysis of BTEX solutions at 0.3, 0.5, 1.0, 2.5, 5.0, 10.0 and 20.0 mg L-1 obtained by successive dilutions of a BTEX standard solution in n-hexane (100 mL, 50 mg L-1).

   

  Results and Discussion

  In the present work, the LOD (limit of detection) was expressed as a concentration of the substance of interest that generates a detector signal twice the noise level (Table 1).27
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  Concentration in the headspace

  Figure 2 shows the average concentrations (n = 3) of BTEX at each sampling in the headspace of the neat gasoline and gasoline-ethanol columns.
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  As can be seen in Figure 2, all BTEX compounds show slight improvement on concentration levels in the headspace of the gasoline-ethanol column. However, these improvement are apparently non-linear up to the fourth sampling. Strong fluctuations in concentrations were observed, mainly in the headspace of the neat gasoline column. In order to obtain a clearer picture of the volatilization behavior of each BTEX compound, another approach, considering only the final and initial concentrations, was adopted. This is an interesting approach because the relative variations in BTEX concentrations are independent of the compound proportions in both columns. Furthermore, this approach may compensate for the impossibility of mass balance calculations since BTEX concentrations in gasoline are unknown.

  Figure 3 shows the relative volatilization of BTEX in the headspace of the experimental columns, considering the final and initial states of the entire experimental period.
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  The relative volatilizations of benzene, toluene, xylenes and ethylbenzene in the neat gasoline column were 86.51, 1.20, 75.51 and 81.21%, respectively. The same trend was observed in the gasoline-ethanol column. However, generally speaking, the relative volatilizations were larger in the ethanol-gasoline column (88.21, 74.92, 80.53 and 80.36%, for benzene, toluene, xylenes and ethylbenzene, respectively). It is assuming that after each sampling the most volatile compounds showed a new concentration similar to the original ones. Consequently, the minor variation of the concentration between the final and initial states would be related to volatilization. According to this approach, toluene and ethylbenzene showed the highest volatilizations and these results can be better explained by the strong permanent dipole interactions28 among ethanol, toluene and ethylbenzene molecules.

  Intermolecular forces play an important role in the chemistry of polar compounds. Kanai et al.29 used the theory of intermolecular forces to explain the chromatographic separation of meta and para isomers of xylenes. Cataluña and Silva30 described the development of a device to determine the vapor pressure and the vaporization enthalpy of formulations containing volumes of 5, 15 and 25% of ethanol in four base gasolines. The referred authors found that the addition of ethanol to gasoline hydrocarbons generates a mixture with a boiling point lower than that of the original compounds. Thus, interfacial tension is directly related to vapor pressure and is mandatory in mass transfer phenomena. According to McDowell and Powers,31 ethanol affects BTEX volatilization by altering the proportions of compounds in the mixture and by changes in the interfacial and surface tension (cosolvent effect).

  The highest relative volatilization of toluene and ethylbenzene in the gasoline-ethanol column could be due to the lowering of the mixture boiling point with the consequent volatilization increase (dipole interactions plus colsolvent effect). Since the average dipole moment (µ) of xylenes is lower than that of toluene and ethylbenzene (Table 2), their interaction with ethanol molecules, and consequently their volatilization, is less intense.
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  However, the high volatilization profile of benzene in the headspace of both columns cannot be explained by dipole interaction since the dipole moment of benzene is zero. Consequently, these results must be explained by the highest vapor pressure of benzene (Table 2).

  Distribution in the column compartments

  Figure 4 shows the relative distributions of BTEX in the experimental columns, considering the sum of the concentrations in the three compartments at the end of the experimental period.
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  Regarding the distribution in the sand phase, no significant differences were observed between the neat gasoline and the gasoline-ethanol columns.

  The decrease of the BTEX concentrations in the aqueous phase of the gasoline-ethanol column was as follows: –4.05, –6.99 and –10.62% for benzene, xylene and ethylbenzene, respectively. The biggest reduction in the ethylbenzene concentration in this compartment can be explained by the greater distribution in the headspace as discussed above. However, the differences in the results of xylene and toluene concentrations (–6.99 and –4.89%, respectively) were unexpected and cannot be explained only by dipole interactions or cosolvency approach. The determination of BTEX in environmental matrices is difficult because of the losses incurred during sample handling and extraction. Mottaleb et al.,25 for example, reported a method that uses solid-phase extraction (C18) with dichloromethane as eluent for the determination of BTEXC (BTEX plus cumene) in river water. According to the authors, higher recoveries were obtained for xylenes and cumene, and this may be due to a more non-polar interaction between the bonded phase and the CH2Cl2 system. However, the eluent used in the present work was n-hexane (less polar than dichloromethane), which was probably not efficient enough to desorb the xylenes from the C18 solid phase. This may explain the larger reduction of xylene concentration in the water phase of the gasoline-ethanol column.

  Pasteris et al.35 reported similar gas phase distributions of toluene and m-xylene and assessed the vapor phase transport and biodegradation of gasoline compounds. However, no comparisons were made using gasoline-ethanol fuel. Dakhel et al.36 reported the fate of methyl tert-butyl ether (MTBE), ethanol, benzene and other selected petroleum hydrocarbons in a controlled gasoline spill experiment. However, the volatilizations of ethylbenzene, toluene and xylenes were not evaluated in that study. In a previous work from our research group,37 the volatilizations of benzene, toluene and xylenes were measured in larger Plexiglass columns without the water phase. The concentration of benzene in the vapor phase of the gasoline-ethanol column was decreased. On the other hand, concentrations of toluene and xylenes in the vapor phase of the gasoline-ethanol column increased drastically. The volatilization of ethylbenzene was not evaluated in those studies.

  The solubility of BTEX in water may appear unachievable due to the large differences in polarity. However, Feller38 reported that the purely electronic binding energy, in the complete basis set limit, was -3.9 ± 0.2 kcal mol-1, or only 20% weaker than the water-water interaction. According Mazzeo et al.,39 the high solubility of BTEX in water represents a serious risk of groundwater contamination. Thomas et al.40 and Hosseinzadeh et al.41 also reported the solubility of BTEX in water.

  To the best of our knowledge, the present work is the first one reporting measurements of the volatilization of BTEX compounds in the three compartments of laboratory sand columns and discussing the role of intermolecular dipole forces on the volatilization profiles of BTEX. Thus, despite the substantial body of published work that has examined the impact of ethanol on BTEX vapor pressure and partitioning into the aqueous phase, our data is not comparable to other published research.

   

  Conclusions

  Ethanol is likely to increase BTEX distribution in the headspace. Thus, the addition of ethanol to gasoline may have negative effects on the atmospheric environment. Based on the results of the present study, it can be inferred that, in the case of gasoline-ethanol soil spills, toluene and ethylbenzene will be rapidly emitted into the air. The largest increase in benzene concentration in the soil phase of the gasoline-ethanol column suggests that this compound may be the main contaminant remaining on this compartment, in the case of gasoline-ethanol spills in soil.

  Our group will undertake a further assessment of BTEX distribution using standard mixtures in the same experimental columns. Consequently, the matrix interference and the exact concentrations of each compound will be determined in the three compartments. The group also intends to use other solvents or solvent mixtures to improve desorption of xylenes from the C18 solid phase.
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    Um procedimento simples e de baixo custo, baseado na elevada diferença de solubilidade de cloreto de sódio em etanol e em água, é proposto para a estimativa do teor de água em etanol combustível. A concentração iônica de soluções saturadas com o sal é monitorada por medidas de condutividade com resposta linear até 16% de água em meio alcoólico e limite de detecção de 0,05% (v/v). O procedimento é preciso (coeficiente de variação de 0,6%, n = 10) e exato (resultados concordantes com os obtidos por titulação amperométrica de Karl Fischer com 95% de confiança). Um dispositivo eletrônico que explora o mesmo princípio foi proposto para monitoramento in situ de etanol combustível visando à detecção rápida de não conformidades. O dispositivo pode ser operado por não especialistas, gerando uma resposta binária indicada por LEDs coloridos e foi usado com sucesso na classificação de amostras comerciais adulteradas com diferentes quantidades de água.

  

   

  
    A simple and inexpensive procedure, based on the high difference in solubility of sodium chloride in ethanol and water, is proposed to estimate the water content in ethanol fuel. The ionic concentration of solutions saturated with the salt is monitored by conductometric measurements with a linear response up to 16% water in an alcoholic medium and a limit of detection of 0.05% (v/v). The procedure is precise (coefficient of variation of 0.6%, n = 10) and accurate (results in agreement with those obtained by Karl Fischer amperometric titration at the 95% confidence level). An indicating electronic device exploiting the same principle was proposed for in situ monitoring of ethanol fuel samples aiming at the fast detection of unconformities. The device can be operated by nonexperts, generating a binary response indicated by coloured LEDs, and it successfully classified commercial samples spiked with different amounts of water.
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  Introduction

  The search for renewable and less polluting sources of energy is one of the major global challenges and, in this context, the replacement of fossil fuels is essential. Ethanol, obtained by the fermentation of sugar from vegetable sources such as sugar cane, is a real alternative because it can be obtained from renewable sources and its production and consumption as a fuel are less polluting than petroleum derivatives. The annual world production of ethanol reached ca. 85 billion litres in 2011 and 2012,1 being estimated that ca. 70% of which is consumed as fuel. Brazil produces ca. 27 billion litres per year,2 being the pioneer country in the production and use of ethanol fuel. Despite the use of hydrated ethanol fuel being restricted to Brazil, anhydrous ethanol is used in mixtures with gasoline in Europe and other countries such as the USA, Mexico, India, Argentina and Japan. The consumption of ethanol has increased with the use of flexible fuel vehicles that can work on gasoline and ethanol, as well as the increase in costs of petroleum derivatives and general political and environmental aspects. The costs related to the production of ethanol were four fold reduced in the last two decades due to large scale sugar cane culture and technological innovations.3 Nowadays, the production costs are competitive with those of gasoline and other petroleum derivatives.

  Some parameters of quality need to be considered to assure the performance of ethanol fuel, as well as to avoid deleterious effects to motors and to reduce the emission of pollutants. According to the Brazilian Petroleum Agency (ANP), hydrated ethanol fuel needs to contain within 95.1 and 96.0% (v/v) ethanol,4 which corresponds to a maximum water content of 4.9% (v/v). Sample analyses are usually carried out in laboratories, resulting in relatively high costs and the delayed emission of results in comparison to the fuel consumption. The time consuming procedures are incompatible with the high fuel demand, making it difficult to detect unconformities. The water content in the fuel is the main parameter to be controlled in order to avoid adulterations. It can be determined, for example, by density measurements5 or in the laboratory by the Karl Fischer titration.6 Although density measurement is a fast alternative, it is not specific for water and the results can be masked by the presence of additives used to change the physical chemical characteristics in adulterated samples. The Karl Fischer method has been widely applied for water determination in several matrices. However, despite the development of automated procedures,7,8 the analysis is time consuming and yields large amounts of waste, which are critical aspects for large-scale monitoring. Other ingenious alternatives, such as flow injection enthalpimetry9 and near infrared spectrometry,10 are still unsuitable for in situ measurements. Procedures to this aim should be simple, robust, fast and only require portable instrumentation, as recently demonstrated for the determination of free glycerol in biodiesel.11

  In this work, a simple and fast procedure based on measurements of the electric conductivity of samples previously saturated with an inorganic salt is proposed for the determination of the water content of ethanol fuel. A reliable and low cost instrument was also developed for in situ monitoring of this parameter in fuel supply stations.

   

  Experimental

  Apparatus

  Preliminary measurements were carried out with a conductivity meter (Micronal B330) coupled to a conductivity cell (Analyser 7A04). Sample and reference solutions saturated with the inorganic salts were maintained under magnetic stirring in a cell with the temperature controlled at 25.0 ± 0.1 ºC. Graduated 15 mL polypropylene vessels were used for the preparation of samples and reference solutions. A Karl Fischer automatic titrator (Metrohm 787 KF Titrino) was employed in the reference procedure. A mechanic stirrer (Tecnal TE 140) was also used.

  The indicating device for in situ evaluation of the water content in the samples was based on a conductivity meter, similar to that previously described,12 and a comparator.13 It was constructed with a series of electronic components: 100 nF and 47 μF capacitors, 1 kΩ to 15 MΩ resistors, a 10 kΩ variable resistor, two diodes (1N914) and operational amplifiers (TL084 and LF356N). Two 9 V batteries were employed as the electric source, and two light emitting diodes (red and green) were used as visual indicators.

  The low cost conductometric cell was constructed with a 5.0 cm long PVC cylinder (1.2 cm i.d.) in which two longitudinal holes of 2.8 mm in diameter and 3.0 mm separation were made. A hole of 5.0 mm diameter was made 1.3 cm from the base of the cylinder, transversally to the 2.8 mm channels. Two stainless steel nails (3.0 mm diameter) were introduced under pressure in the longitudinal channels, and the metallic surface was partially exposed due to the lateral hole. This defines the electrode areas, the distance between the electrodes, and thus the cell constant.

  Samples and solutions

  All solutions were prepared with analytical grade chemicals (salts previously dried in a laboratory oven and stored in a desiccator), using anhydrous ethanol (99.9%) and distilled-deionized water. Ethanol fuel samples were collected in polyethylene vessels from different fuel supply stations in São Paulo City and processed without any treatment.

  Procedure

  The effect of salt type and amount was evaluated under a temperature controlled at 25.0 ± 0.1 ºC by a thermostatic bath. The suspensions were prepared from 10.00 mL anhydrous ethanol and 0.1, 0.5 or 1.0 g of NaCl, KCl or CaSO4, maintained under constant stirring. The suspensions were spiked with water (200 µL aliquots) up to a total volume of 2.0 mL, and conductometric measurements were carried out after attaining the state of equilibrium (ca. 2 min after each addition). The time required to attain the steady state was evaluated with two ethanol fuel samples after the addition of NaCl (100 mg per 10.00 mL) with conductometric measurements (in duplicate) every five min.

  Calibration curves were obtained with 10.00 mL of the reference solutions (from 0 to 16% v/v H2O) and 100 mg NaCl placed in 15 mL graduate polypropylene vessels. The flasks were mechanically stirred for 10 min before the conductometric measurements. Ethanol fuel samples were similarly processed for water determination.

  The reference procedure was based on amperometric Karl Fischer titration.6 Six samples of anhydrous ethanol (10.00 mL) were titrated before and after addition of 50 or 100 µL H2O and the differences between the final volumes were used for standardization of the titrant (Karl Fischer reagent, Merk). Ethanol fuel samples were then titrated (triplicate) for determination of the water content.

   

  Results and Discussion

  Procedure optimization and evaluation of analytical features

  The proposed procedure is based on the differences in solubility of inorganic salts in water and ethanol. When an aqueous ethanolic solution is saturated with an inorganic salt, which is very soluble in water and only slightly soluble in organic solvents, the amount of ions in solution and thus the electric conductivity should correspond to the water content.14,15 Different salts (e.g. NaCl, KCl and CaSO4) were evaluated to achieve this goal, by monitoring the conductivity of a mixture of ethanol and salt as a function of the addition of discrete aliquots of water. A linear response was observed for NaCl and KCl, the former being selected in view of the more pronounced variation in conductivity with the water content and the lowest variation of solubility with temperature (Table 1).16 The selection of NaCl thus results in a more sensitive and robust procedure, which does not require rigorous temperature control. In addition, NaCl is more accessible and inexpensive.
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  The amount of salt to be used does not require careful control, but needs to be sufficient to saturate the solution. Similar results were obtained when the NaCl mass was varied from 0.1 to 1.0 g per 10 mL ethanol/water solution. The equilibrium condition was achieved after 8 min of mechanical stirring, as demonstrated for two ethanol fuel samples (Figure 1), and the agitation time was fixed as 10 min. Under this condition, a linear relation was observed between the electric conductivity (G, µS) and the water content (H2O % v/v) up to 16% (v/v), described by equation G = 16.0 + 36.1 H2O % v/v, r = 0.996. Precision was estimated as 0.6% (n = 10) for an ethanol fuel sample and the limit of detection was 0.05% (v/v) at 99.7% confidence level.
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  An addition-recovery experiment was carried out with five ethanol fuel samples spiked with 200 µL of water per 10 mL (Table 2). The mean recovery was estimated at 102.7 ± 4.7%, indicating an absence of matrix effects in water determination. The effect of ionic species and methanol was evaluated at the threshold limits established by the Brazilian regulations4 (4 mg kg−1 sulfate, 1 mg kg−1 chloride, 2 mg kg−1 sodium and 1% methanol) and neither sample conductivity nor NaCl solubility were significantly affected (variations of conductivity lower than 5%). The results obtained for commercially available ethanol fuel samples from different sources by the proposed procedure agreed with those attained by Karl Fischer titration with amperometric detection6 at the 95% confidence level (Table 3). Excellent correlation between the data was also observed, as described by the equation: %H2O (proposed procedure) = 1.005 %H2O (Karl Fischer) + 0.012, r2 = 0.999. The proposed procedure is then a simpler and fast alternative for the estimation of water content in ethanol fuel, without using toxic reagents, as in the Karl Fischer titration.
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  Electronic device for in situ determination of water in ethanol fuel

  An electronic device, whose circuit is shown in Figure 2, was developed aiming at the in situ determination of water in ethanol fuel. The main goal was to develop a portable system to indicate unconformities in ethanol fuel that could even be operated by nonexperts. The proposed device combines an inexpensive conductivity meter12 with a comparator circuit13,17 to yield a binary response indicated by coloured light-emitting diodes. A threshold signal is established with an ethanol solution containing the maximum allowable water concentration (4.9% v/v) after saturation with NaCl. Under this condition, the response of the conductivity meter is taken as reference and the variable resistor of the voltage divisor is adjusted to compensate for its response, thus yielding a null output voltage in the comparator which is indicated by both LEDs off. When an ethanol fuel sample saturated with NaCl is processed in a similar way, unless the sample contains the same amount of water as the reference, the red or green LED will turn on, indicating that conductivity is higher or lower than in the reference (higher or lower water content), respectively. Anomalies in the water content of the fuel can thus be easily detected.

  
    

    [image: Figure 2. Eletronic circuit]

  

  The conductivity meter used in the instrument is inexpensive, robust and generates an output voltage proportional to the solution conductance.12 It is based on an oscillator with triangular wave outputs connected to one of the electrodes, the other being connected to a current-to-voltage converter. The device was powered by two 9 V batteries, aimed at autonomy for in situ analysis. The conductivity cell was constructed with stainless steel nails as a cheap alternative to replace the usual platinum electrodes. The whole system weights about 300 g, and the materials cost about US$ 40. An image of the portable system is shown in the Supplementary Information (SI), Figure S1.

  The performance of the proposed device was evaluated by analysing 20 commercial ethanol fuel samples spiked with different amounts of water by different analysts. In a blind test, all samples were correctly classified according to the criteria previously described.

   

  Conclusions

  A simple, fast, inexpensive and reagentless procedure was proposed for the determination of the water content in ethanol fuel. In spite of the simplicity, the results were very accurate (in agreement with those obtained by Karl Fischer amperometric titrations). The procedure is robust and does not require strict control of the amount of sodium chloride or the temperature, thus presenting characteristics suitable for in situ analysis. The proposed electronic indicating device can be operated by nonexperts, and it successfully classified samples as regular or anomalous in relation to the water content. The device can be used for screening purposes, thus reducing the number of samples to be analysed in the laboratory and speeding up the adoption of corrective actions.
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    Colunas de alta eficiência cromatográfica de origem monolítica orgânica foram obtidas para uso em eletrocromatografia capilar (CEC) utilizando uma mistura de monômeros (concentrações constantes) com diferentes proporções de solventes porogênicos (1,4- butanodiol com álcool isoamílico, álcool amílico ou cicloexanol, na presença ou ausência de água). As fases estacionárias foram preparadas a partir do monômero precursor octadecilmetacrilato (ODMA), do agente de entrecruzamento etilenodimetacrilato (EDMA) e do monômero carregado ácido 2-acriloilamido-2-metilpropanosulfóxido (AMPS), sendo este necessário para tornar a fase estacionária carregada negativamente, garantindo o fluxo eletrosmótico durante a análise. As colunas monolíticas foram caracterizadas fisicamente através de porosimetria e microscopia eletrônica de varredura (SEM), e eletrocromatograficamente, através de cálculo dos parâmetros cromatográficos de separação. A coluna mais eficiente foi preparada a partir dos solventes porogênicos álcool amílico:1,4-butanodiol na proporção 65:35 (v/v) e apresentou 38 µm de altura de prato. Estas colunas foram aplicadas na separação de alquilparabenos e hidrocarbonetos policíclicos aromáticos (PAH).

  

   

  
    Organic monolithic columns with high efficiency were obtained for use in capillary electrochromatography (CEC) from a mixture of monomers (constant concentrations) with different proportions of porogenic solvents (1,4-butanediol with isoamyl alcohol, amyl alcohol or cyclohexanol in the presence or absence of water). The stationary phases were prepared from the precursor monomer octadecyl methacrylate (ODMA), the cross-linking agent ethylene dimethacrylate (EDMA) and the ionizable monomer 2-acryloylamido-2-methylpropanesulfonic acid (AMPS), the latter being necessary to make the stationary phase negatively charged, assuring electrosmotic flow (EOF) during analysis. The monolithic columns synthesized were physically characterized by porosimetry and scanning electron microscopy (SEM), and electrochromatographically characterized by calculation of chromatographic parameters. The most efficient column was prepared using the porogenic solvent amyl alcohol:1,4-butanediol in a 65:35 (v/v) ratio and showed a plate height of 38 µm. These columns were applied for the separation of alkyl parabens and polycyclic aromatic hydrocarbons (PAH).

    Keywords: capillary electrochromatography, monolithic stationary phases

  

   

   

  Introduction

  Capillary electrochromatography (CEC) is a hybrid technique of capillary electrophoresis (CE) and high performance liquid chromatography (HPLC).1,2 The CEC technique can be defined as a type of capillary electrophoresis carried out in packed capillary columns in an environment in which an applied electric field is responsible for the movement of the mobile phase across the capillary, generating the electrosmotic flow (EOF).3 Different from separations in zone capillary electrophoresis, the use of the stationary phase results in the separation of uncharged sample components. The major advantage of CEC compared to HPLC is the possibility of obtaining highly efficient columns while requiring smaller amounts of sample and mobile phase.4 The high efficiency obtained with the use of the CEC technique is due to the EOF profile, that is different of the profile achieved by the pressure application, occurred at the HPLC technique. The profile characteristic of the pressure flow is parabolic, while the profile of the EOF is laminar, what implies that the analytes will reach the detection local in the same time, generating narrow peaks and, consequently, efficient separations.1

  Separation by CEC depends on several parameters, such as applied voltage, mobile phase composition, column temperature, type of buffer, capillary dimensions and, mainly, the stationary phase.5,6 The latter is the most important parameter since its modification allows the separation of a wide variety of charged and uncharged analytes.7-12 The stationary phase present in the capillary can be particulate, wall-coated open-tubular or monolithic.

  Capillary columns filled with particles require the presence of filters at their ends to prevent the loss of stationary phase from inside the capillary. These filters are placed in the capillaries through the process of sintering, which is difficult to reproduce. Furthermore, in CEC, the presence of these filters or frits is the main cause of air bubbles inside the capillary and the consequent reduction of electrical current during separations by CEC, and forms points of great fragility along the column.13-15 The frits are synthesized at high temperatures and this process can cause chemical modifications of the stationary phase on the silica surface found near the filters that can be a source of undesirable interactions.13,16

  Wall-coated open-tubular capillaries contain the stationary phase as a coating on the inner wall of the tubes that can be chemically linked or physically or dynamically adsorbed. These columns present the disadvantage of a lower loading capacity due to the smaller area of the stationary phase and the unfavorable mobile phase to stationary phase volume ratio relative to particulate and monolithic columns.17

  Due to the disadvantages observed with particulate and wall-coated open-tubular columns, the development of monolithic capillary columns containing extremely porous and easily synthesized material is of great current interest. The monoliths are prepared by polymerization processes in situ in a single step that also allows the grafting of charged species into the stationary phase, fundamental for assuring the electrosmotic flow.15,18 The development of monoliths is related to a combination of the better features of an analytical separation column, such as high loading capacity, minimal bubble formation, high separation efficiency and reduction of problems related to using frits, because they are not needed to retain the stationary phase. Two distinct types of monoliths have been used in CEC. One form possesses an inorganic backbone (silica columns), made by sol-gel technology,18-20 and the other possesses an organic backbone (organic polymer-based), such as acrylamides, acrylates, methacrylates or styrenes.3,6,14,21-44 Generally, organic polymeric monoliths have greater advantages than silica monoliths. The organic monoliths have high stability in different values of pH (2 to 12), inertness in biomolecule analyses and in analyses of molar mass molecules, as well as easy preparation and modification. These features are beneficial when there are biological samples of vast complexity.15,23

  In addition, certain properties of the polymeric monolithic material can be easily controlled, such as porosity, surface area (smaller pores provide greater specific surface area)14,15,45,46 and functionality.6,10-13,16,47-51

  Due to the ease of incorporation of functional groups in the organic monolithic matrix, several chromatographic functionalities have been evaluated in applications of CEC and HPLC, such as: hydrophobic interaction in the reversed mode (C4, C6, C8, C18, etc.),30-36 chiral selectivity,15,34 ion exchange14,33,52,53 and molecular imprinted selectivity (MIP).15,54 However, there are many other characteristics that need to be studied to consolidate these materials as alternatives to particulate stationary phases. These characteristics include fabrication reproducibility, charge capacity, types of functional groups, control of surface chemistry, pore size distribution and the process of molecular diffusion inside the chromatographic bed.

  The goal of the present work is the development of monolithic columns from the precursor monomer octadecyl methacrylate to generate a highly hydrophobic organic polymer inside the capillary. There are challenges in preparing high hydrophobicity ODMA (octadecyl methacrylate) monolithic columns since it is necessary to solubilize this monomer together with the porogenic agents and the ionizable monomer, which possess hydrophilic properties. In this work, different solvents were evaluated for preparing polymeric monolithic columns employing the monomers ODMA (octadecyl methacrylate) and EDMA (ethylene dimethacrylate).

   

  Experimental

  Chemicals and materials

  Sodium hydroxide was from Agilent (Waldbronn, Germany); 3-(trimethoxysilyl)propyl methacrylate (TMSPM), N,N-dimethylformamide (DMF), ethylene dimethacrylate (EDMA), octadecyl methacrylate (ODMA), amyl alcohol, isoamyl alcohol, 1,4-butanediol, acenaphthene, acenaphthylene, anthracene, benzo[a]anthracene, benzo[b]fluoranthene, benzo[a]pyrene, chrysene, phenanthrene, fluoranthene, fluorene, naphthalene and pyrene were purchased from Aldrich (Steinheim, Germany); 2,2'-azobisisobutyronitrile (AIBN), 2-acryloylamido-2-methylpropanesulfonic acid (AMPS), ethylbenzene, propylbenzene, butylbenzene and pentylbenzene were from Fluka (Steinheim, Germany); cyclohexanol and HPLC grade acetonitrile (ACN) were purchased from J. T. Baker (Phillipsburg, NJ, USA); tris(hydroxymethyl)aminomethane (Tris) was from Fluka (Düsseldorf, Germany).

  The standards of methyl paraben, ethyl paraben, propyl paraben and butyl paraben were obtained from Aldrich (Milwaukee, USA). Thiourea was from Riedel-deHaën (Düsseldorf, Germany), and methyl alcohol was from Carlo Erba Reagents (Rodano, Italy). The water used for sample and mobile phase preparation was purified with a Milli-Q deionization system (Millipore SAS., Molsheim, France).

  Polyimide coated fused silica capillaries with 75 µm inner diameters were from Agilent (Portland, USA).

  Instrumentation

  CEC experiments were performed with a CE instrument from Agilent Technologies (Waldbronn, Germany) equipped with a UV-Visible diode-array detector. Data acquisition and processing were performed using HP ChemStation software.

  A gas chromatograph oven (Hewlett Packard 5890A) was used for initiating the thermal polymerizations. A LC-10AD HPLC pump from Shimadzu (Kyoto, Japan) and a syringe microchromatography pump (ISCO 260D) were used to condition the columns.

  Pretreatment of the capillary

  Using a glass syringe, the capillary was washed and filled with 1 mol L-1 sodium hydroxide solution, sealed with glass connectors and kept in an oven at 95 ºC for 2 h. Next, the capillary was flushed with filtered deionized water to neutrality, then with methyl alcohol and dried under purging nitrogen gas for 1 h.

  A solution of 50% (v/v) of TMSPM in DMF was used to fill the capillary. Both ends were sealed and it was heated in an oven at 100 ºC for 8 h. After, the capillary was washed with DMF and filtered deionized water. Finally, it was again dried with flowing nitrogen.

  Preparation of monolithic columns

  Initially, AIBN and AMPS were weighed. For each synthesized phase, about 8.0 mg of initiator agent were added. Next, the solvents were put into a covered glass vial and, in other vials, the monomers (ODMA and EDMA) were placed under a nitrogen stream to avoid contact with air. AMPS and AIBN were added to the vial containing the monomers and, finally, the porogenic solvents were added. Table 1 indicates the capillary columns and the different compositions of the porogenic solvents. The monomer:porogenic solvent ratio was 33:67 (v/v). The proportions of precursor monomer (ODMA), cross-linker (EDMA) and charged monomer (AMPS) were 59.4:40.0:0.6 (w/w/w). The vial was closed and sonicated for 1 h to homogenize the solution and solubilize the solid reagents.
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  After solubilization of the monomers with the porogenic solvents, the capillaries were filled with the mixture using a glass syringe. Both ends were sealed with connectors and the remaining solution was left in a closed vial to evaluate the polymerization process outside the capillary. The capillaries and the vial were kept in an oven at 60 ºC for 24 h.

  After the polymerization, the capillaries were washed with 70:30 (v/v) acetonitrile:water using the HPLC pump to remove the residual porogenic solvent. The acetonitrile and the water were previously passed through a 0.45 µm filter and degassed in an ultrasonic bath.

  For creating the detection window, aluminum foil was used to delimit a portion of the capillary, about 8 cm from the extremity of the capillary. The open portion was burned with a lighter to remove the polyimide coating and form the silica window. The burn afforded by lighter removed the polyimide and decomposed the polymeric material present in the region of detection window, which became clear to the UV light of the detector. After preparation of the window, the capillary was washed with a solution of buffer electrolyte (30:70 (v/v) 25 mmol L-1 pH 8.0 Tris:acetonitrile) using the HPLC pump, in order to eliminate fragments produced by the decomposition of the polymer in the detection window zone.

  Physical characterization of the monoliths

  Optical microscopy

  Evaluation of column filling was made by optical microscopy with a Motic BA300 microscope (Diadema, Brazil).

  Scanning electron microscopy

  Morphological evaluations of the monolithic columns were made by scanning electron microscopy (SEM) using a Jeol GSMT-300 instrument (Tokyo, Japan).

  Porosimetry

  The vials containing the polymerized material were submitted to Soxhlet-extraction, having methyl alcohol as solvent, for 24 h to remove residual porogenic solvents. Next, the materials were dried in an oven at 80 ºC for at least 15 h. The samples were analyzed using an ASAP 2010 porosimetry instrument, based on the method of nitrogen adsorption and desorption. The nitrogen adsorption and desorption isotherms were measured at 77 K. Before proceeding with these measurements, the samples were submitted to degassing for 4 h at 423 K under a vacuum of 15 mPa. Analysis of the isotherms included the classification of the isotherms obtained, by the BDDT (Brunauer-Demmet-Demmet-Teller) method, and the evaluation of the specific surface area by the BET (Brunauer-Emmet-Teller) method55 from the adsorption data in the range of relative pressure (P/P0) of 0.06 to 0.25, where P0 and P mean the pressure at saturation and the pressure at each point of nitrogen equilibrium at 77 K, respectively. The total pore volume was evaluated by the single point method55 through the conversion of adsorbed nitrogen volume at P/P0 0.995 to the volume of liquid adsorbate.

  Electrochromatographic characterization of the monoliths

  Preparation of electrolyte and samples

  Initially, a stock solution of 100 mmol L-1 Tris buffer was prepared. From this, dilutions were made to 25 mmol L-1 and the pH value was adjusted to 8.0 through gradual addition of 1 mol L-1 HCl.

  A 25 mmol L-1 pH 8.0 Tris buffer solution, degassed before use, was added to the sample vial according to the needed proportion for the Tris buffer:acetonitrile electrolyte solution. For example, for a 30:70 (v/v) Tris buffer:acetonitrile mobile phase, 150 µL of buffer and 350 µL of acetonitrile were mixed.

  The test mixture was composed of ethylbenzene, propylbenzene, butylbenzene and pentylbenzene, and a marker compound, thiourea. A stock sample solution of 100 mmol L-1 was prepared in acetonitrile and this was diluted to 5 mmol L-1 in a sample vial for use. The 25 mmol L-1 pH 8.0 Tris buffer was added in determined proportions (relative to 30% (v/v)) directly to the sample vial.

  A mixture of alkyl parabens (methyl, ethyl, propyl and butyl) was injected at concentrations of 1500 μg mL-1 each. These solutions were prepared in acetonitrile from a stock solution of 1000 mg mL-1 of the parabens dissolved in acetonitrile. Thiourea was added as marker compound, at 500 μg mL-1.

  A test mixture composed of polyaromatic hydrocarbons (PAH) was prepared in acetonitrile and was injected at concentrations of 90 μg mL-1 for benzo[a]anthracene, 100 μg mL-1 for anthracene, 150 μg mL-1 for chrysene and benzo[a]pyrene, 300 μg mL-1 for acenaphtylene, benzo[b]fluoranthene and fluorene and 500 μg mL-1 for acenaphthene, phenanthrene, fluoranthene, naphthalene and pyrene. Thiourea was used as marker compound at 500 μg mL-1.

  Electrochromatographic evaluation

  Before the electrochromatographic evaluation of the synthesized stationary phases, all the solutions utilized during an electrophoretic run (electrolyte and sample solution) were placed in ultrasonic bath for 30 min for degassing.

  The capillary, before testing, was conditioned with a HPLC pump using 30:70 (v/v) 25 mmol L-1 pH 8.0 Tris buffer:acetonitrile.

  The capillary was adapted to the electrophoresis cassette and placed in the equipment, being gradually conditioned by increasing the electrical potential by application of 5, 10, 15, 20, 25 and 30 kV, for 15 min each, without pressure. Injection was electrokinetic using 10 kV for 5 s. Detection was at 220 nm for the alkylbenzenes, 254 nm for the alkyl parabens and 228 nm for PAH.

   

  Results and Discussion

  Eight capillaries were synthesized with different compositions of the porogenic solvents, as shown in Table 1. These solvents were selected according to solubility of monomers in these solvents. Initially, the preparation of the capillaries was based on isoamyl alcohol and 1,4-butanediol, in the presence and absence of water. Using the proportion of porogenic solvents that produced the most efficient column, new columns were prepared substituting isoamyl alcohol with amyl alcohol or cyclohexanol. All the columns were electrochromatographically and physically evaluated, the latter through morphologic analysis of the monolithic material structure by SEM image and by the determination of the specific surface area and 
    pore volume.

  Electrochromatographic evaluation

  After synthesis of the monolithic columns, they were conditioned with a HPLC pump to remove any residual material before being placed in the CE equipment. The electrochromatograms were obtained and the chromatographic parameters of efficiency (N/L, where L is the effective length of the column and N is the plate number), plate height (H) and retention factor (k) were calculated. Table 1 shows the parameters calculated for each column.

  As can be seen in Table 1, the capillary column that resulted in the best chromatographic efficiency was number 7, with a 65:35 (v/v) ratio of the porogenic agents amyl alcohol and 1,4-butanediol. The electrochromatogram obtained with this column is in Figure 1.
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  Lower proportions of isoamyl alcohol also were evaluated, but no electrochromatograms could be obtained. When these capillaries were observed by optical microscopy, it was apparent that there was no polymerization of the stationary phase. According to Bernabé-Zafón et al.,56 larger proportions of 1,4-butanediol can increase the permeability of the monolithic material, caused by earlier phase separation during the polymerization process. This same conclusion is also given by Cantó-Mirapeix.57,58

  Physical characterization

  For characterizing the morphology of the monolithic structure inside the capillaries, all the synthesized capillaries were examined by scanning electron microscopy. Figure 2 shows photomicrographs of the monolithic stationary phases.
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  When the photos of the columns containing the monoliths to which water was added to the initial composition are compared with monoliths prepared without water, it can be concluded that the presence of water reduces the domain size of the monoliths. Increasing the content of 1,4-butanediol, the micro- and mesoporogenic agent, narrower macropores were produced, resulting in increased separation efficiency.

  For the set of capillary columns prepared in the presence of water, the column made with the largest proportion of 1,4-butanediol (30%) could not be chromatographically evaluated (column 6). This is consistent with the microscopy obtained for this stationary phase. The high content of 1,4-butanediol caused a decrease in macropores, leading to a significant reduction in the permeability of the column, impeding the chromatographic analysis. The smaller domains and globules observed for column 6 reinforce this explanation.

  The porosimetric analysis of the stationary phases was carried out in samples prepared in vials containing the same compositions as the monolithic material prepared in the columns.

  Table 1 also reports the values for specific surface area and pore volume for each stationary phase. Initially, it can be noted that the larger the pore volume, the greater is the surface area. Also, the pore size can be controlled by changing the proportions of the porogenic solvents (isoamyl alcohol, amyl alcohol or cyclohexanol, 1,4-butanediol and water).

  The capillaries that had the better chromatographic efficiencies possess the largest specific surface areas. According to Peters et al.,59 higher surface areas and pore volumes usually mean higher chromatographic efficiencies because more area of the stationary phase is available to interact with the analytes as they pass through the column.

  In relation to the porogenic solvents used in the synthesis of the stationary phases, it can be observed that the specific surface areas are greater with larger contents of 1,4-butanediol in the composition of the porogenic agents because this solvent is both a micro- and a mesoporogenic agent. The chain size of this solvent is smaller than the other alcohols used as porogenic solvents. With increasing content of 1,4-butanediol, for columns prepared in the presence and the absence of water, the globules become smaller, leading to increased surface area.

  The values relative to specific surface area, all smaller than 6 m2 g-1, are similar to values cited in the literature59 for organic monolithic columns.

  For all the stationary phases, the nitrogen adsorption and desorption isotherms were very similar and, according to the BDDT (Brunauer-Deming-Deming-Teller) classification, they can be considered isotherms type IV due to the short loop of hysteresis in the desorption branch.60 According to Vansant et al.,61 these types of isotherms are characteristic of mesoporous materials, which show a distinct hysteresis loop under high pressures, because the desorption branch does not follow the adsorption branch, indicating that the evaporation of gas is different from the condensation step.62 In the isotherms of these phases, the hysteresis is closed in the region close to saturation,60 as confirmed by the pore size distribution curves. Furthermore, the hysteresis visualized at the relatively low pressure region indicates that the system has micropores, as defined by Sing et al.63 At lower relative pressures, a sharp kink was observed due to the higher adsorption potential of the micropores, also explained by Bereznitski et al.64 Figure 3 presents the isotherm for material 7, which each branch indicates a phenomena: the nitrogen absorption (ascendant arrow) and the nitrogen desorption (descendent arrow).
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  It is then concluded that the monolithic stationary phases developed in this work have three types of possible pores: micro-, meso- and macropores. This result is consistent with the ease of flow of mobile phase through the capillaries, supported by SEM microscopy and porosimetry.

  Alkyl paraben separation

  Alkyl parabens are compounds with apolar characteristics that permit hydrophobic interactions with the apolar monolithic stationary phase. Alkyl parabens were separated with column 7, varying the compositions of mobile phase to obtain the best chromatographic separation of the analytes with baseline resolution, as shown in Figure 4.
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  PAH separation

  Polycyclic aromatic hydrocarbons (PAH) are very apolar neutral compounds and should have effective interactions with the stationary phase synthesized in this work.

  Twelve PAH also were separated on column 7 using an optimized separation. Figure 5 shows the electrochromatogram. The best condition was buffer solution 50:50 (v/v) 25 mmol L-1 pH 8.0 Tris:acetonitrile as mobile phase.
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  Conclusions

  Monolithic columns for electrochromatography were developed and separated alkyl parabens and polycyclic aromatic hydrocarbons (PAH). Since one of the precursor monomers for the preparation of the stationary phase was octadecyl methacrylate (C18), this highly apolar group aids in the separation of these hydrophobic compounds.

  The columns prepared with either amyl alcohol or isoamyl alcohol as porogenic agents in the proportion 65:35 (v/v) with 1,4-butanediol had the best chromatographic efficiencies, resulting in plate heights of about 39 µm.

  The microscopies of the synthesized capillaries allowed observing that the columns with greater efficiency had smaller globules and higher amounts of micro- and mesopores, responsible for an increased specific surface area for these stationary phases.
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    Neste artigo, um estudo sintético assistido por irradiação de micro-ondas para produzir 2-indolizina-carbonitrila e 2-indolizina-carboxilato de metila em bons a altos rendimentos (70 e 81%) em uma etapa a partir de adutos de Morita-Baylis-Hillman (AMBH) é apresentado. Estes compostos foram subsequentemente transformados em altos rendimentos (94-100%) em três derivados 2-indolizínicos. Os cinco compostos sintetizados foram idealizados in silico objetivando potenciais atividades seletivas como moduladores de canais iônicos. Estas atividades foram sugeridas pelos valores de pontuação usando o programa quimioinformático Molinspiration.

  

   

  
    In this work, a microwave-assisted synthesis study by microwave irradiation to produce indolizine-2-carbonitrile and indolizine-2-carboxylate in good to high yields (70 and 81%, respectively) in one step from Morita-Baylis-Hillman adducts (MBHA) is presented. These compounds were subsequently transformed to high yields (94 to 100%, respectively) in three 2-indolizine derivatives. The five synthesized compounds were designed in silico aiming to present potential selective activities as ion channel modulators. These activities were suggested by the score values using Molinspiration Cheminformatics program.

    Keywords: Morita-Baylis-Hillman adducts, 2-indolizine derivatives, microwave, potential ion channel modulators, Molinspiration Cheminformatics program

  

   

   

  Introduction

  Indolizines constitute a class of heteroaromatic compounds containing two condensed rings (5 and 6-membered) and a bridging nitrogen atom. This structural moiety (Figure 1) is found in natural products and has been used as an essential skeleton in pharmaceutics. Efficient and versatile synthetic methods for producing indolizine derivatives have been actively investigated.1 Some compounds presenting indolizine moiety have been reported as L-type calcium channel blockers,2 leukotriene synthesis inhibitors,3 histamine H3 receptor antagonists,4 5-HT1A receptor ligands5 and phosphodiesterase V inhibitors.6 The biological diversity of indolizine derivatives was realized just before the start of this century and has been recently revised.7

  
    

    [image: Figure 1. Structure]

  

  Among these various classes of bioactivities,7 it is noteworthy the significant number of indolizine derivatives (Figure 2) acting as ion channel modulators.89

  
    

    [image: Figure 2. Some ion channel blockers]

  

  Even if efficient synthetic methods for producing indolizine derivatives have been continuously investigated,1 many synthetic methods require an organized pyridine derivative with functionalized alkynyl or homoalkynyl groups on the 2-position.10 Therefore, the investigation of an alternative method having various functional group variations on the indolizine nucleus is highly desirable for biological activity studies.

  Curiously, according to our knowledge, it is not described in literature efficient 2-indolizines derivative syntheses. For example, the best indolizine-2-carbonitrile synthesis (1, Figure 3) was described by Kaye and Bode11 using thermal cyclisation condition in three steps from 2-pyridyl derivative on 32% yield.
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  In a recent work,12 our group described microwave-assisted syntheses of new monoacylglycerols (MAGs) from Morita-Baylis-Hillman reaction (MBHR, Scheme 1). MBHR occurs between an sp2 electrophilic carbon (i.e., aldehydes, ketones) and the a position of an alkene connected to an electron-attractor group (EAG), under a tertiary amine as nucleophilic catalysis, being 1,4-diazabicyclo[2.2.2]octane (DABCO) widely used catalyst (Scheme 1).13 It was also described in that article,12 a reaction between Morita-Baylis-Hillman adduct under microwave irradiation that produced a complex compound mixture, among them, the 2-indolizine (Scheme 2) in very low yields.
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  In connection with our interest in the new bioactive compound synthesis and microwave use on optimizing synthesis,14 our group decided to investigate the microwave irradiation use on synthetic methodologies development to obtain new and known 2-indolizidine derivatives from MBHR. It was selected compounds that presented in silico potentiality as ionic channel modulator.8 The five structures synthesized in this work are shown in Figure 3. These compounds did not present up to now efficient syntheses described in the literature.

  The compound selection shown in Figure 3 was based on in silico evaluation by using Molinspiration Cheminformatics program.15 The Molinspiration Cheminformatics program presents specific activity scores for each of these six receptor classes (GPCR ligand, ion channel modulator, kinase inhibitor, nuclear receptor ligand, protease inhibitor and enzyme inhibitor). Using this program, it is also possible to calculate the Lipinski’s rule of five proprieties.16 Molinspiration Cheminformatics virtual screening methodology can efficiently separate drug-likeness from inactive structures. For example, alcohol 5 presents a score of +0.51 to ion channel modulator that are higher than the medium score drug on database program (Table 1). Similarly, structure 4 presents a score of +0.85 to ion channel modulator that is very higher than the medium score drug on the same database program (Table 1).

  
    

    [image: Table 1. Molinspiration Cheminformatics]

  

  In this present work, the structures 1-5 were selected to be synthesized (Figure 2) after in silico investigating more than two hundred compounds presenting the privileged 2-indolizine structure.17 It was prioritized structures that presented high positive in silico score as ion channel modulators. It is worth noting the very high score value obtained for 4 (entry 5, Table 1), as well its selectivity as modulator of ionic channel.

  Obviously this preliminary in silico approach must be experimentally validated, but it was considered the use of Molinspiration Cheminformatics program a good virtual screening methodology. Recently, some research groups used the Molinspiration Cheminformatics on rational approach in drug design.18

  So, it is presented in this work our experimental results using microwave-accessing one-pot synthesis of indolizine-2-carbonitrile (1) and methyl indolizine-2-carboxylate (2) from MBHA, as well it is described very efficient syntheses to the derivatives 3, 4 and 5 (Figure 3).

   

  Results and Discussion

  Our experimental work began on MBHA 6 synthesis (Scheme 3). Thus, reacting excess of methyl acrylate (reactant and solvent) with 2-pyridinecarboxaldehyde in the presence of 1 equiv. of DABCO as a promoter at 0 °C for 5 h produced quantitatively the pure adduct 6.

  
    

    [image: Scheme 3. Methyl acrylate]

  

  The conditions and results on indolizine-2-carboxylate (2) synthesis are summarized in Table 2. Acidic dry amberlyst-15 resin use was inefficient comparing with wet amberlyst-15 in this transformation (entry 1 vesus 2, Table 2). Curiously, resin-free conditions were more efficient in all examples (entries 1-2 versus 3-9). Considering the results presented in Table 2, with methanol concentration and irradiation time variation, it was determined that there is an ideal relationship of methanol (0.5 mL) to MBHA 6 (1 mmol) under irradiation by 100 min at 100 °C. Finally, differently than described,11 methyl indolizine-2-carboxylate (2) preparation was performed in high yields (80-81%, entries 7 and 9, Table 2) under microwave irradiation at 100 °C using methanol as solvent. In fact, it was discovered a condition to produce the 2-indolizine 2, which can be isolated with 100% purity (evaluated by CG-MS) after methanol evaporation.

  
    

    [image: Table 2. Optimizing conditions]

  

  In sequence, the ester 2 was reduced on 100% yield by using LiAlH4 on dry tetrahydrofuran (THF), producing alcohol 5. The alcohol 5 synthesis was described in literature in 80% yield.19

  Acid 3 synthesis was done in accordance to that described procedure.20 So, 1 equiv. of ester 2 was reacted with a solution of 6 equiv. of KOH on refluxing ethanol by 16 h, followed by conventional purification, providing the acid 3 in quantitative yield (Scheme 4).

  
    

    [image: Scheme 4]

  

  Scheme 5 presents the synthetic route for 1 and 4 compounds, from MBHA 7. The 7 synthesis was made in quantitative yield by reaction between 2-pyridinecarboxaldehyde and acrylonitrile assisted by microwave irradiation (30 min, 80 °C) in a solvent-free condition, in the presence of 1 equiv. of DABCO.21 Pure 7 was obtained after a filtration through silica gel (Scheme 5).

  
    

    [image: Scheme 5. Synthetic rout for the preparation]

  

  In Table 3, our results are presented, optimizing indolizine-2-carbonitrile (1) synthesis.

  
    

    [image: Table 3. Synthetic studies]

  

  As can be seen in entry 1 (Table 3), the amberlyst-15 resin use was ineffective using acetonitrile as solvent. In fact, acetonitrile proved to be inefficient as solvent to this transformation, even at 90 min of microwave irradiation (entries 1, 2 and 3, Table 3). Using dimethylformamide (DMF) as solvent, a complex product mixture was obtained (entry 4). In a different way, the acetic anhydride use as solvent produces 1 in a moderate yield (entry 5). The yields obtained by using ethanol and methanol as solvents were different. Note that methanol use was unproductive and ethanol use resulted in 1 formation in the same yield as described in the literature (32%, entry 5 and 6).11 Successfully, the TFE use as solvent improve significantly to the reaction yield (70%, entry 8). Beside this, the TFE use facilitates the 1 purification that occurs by solvent evaporation. Increasing reaction concentration led to the decrease in the reaction yield (entries 9-10 versus 8). Scheme 6 presents the general mechanism proposed by Bode and Kaye11,22 to indolizine-2-carbonitrile (1) and methyl indolizine-2-carboxylate (2) formation.

  
    

    [image: Scheme 6. Proposed mechanism]

  

  Indolizin-2-yl-methanamine synthesis (4) was performed by indolizine-2-carbonitrile (1) with LiAlH4 reduction, stirring for 2 h at 0 °C in dry THF, producing 4 in 98.5% (Scheme 5). Curiously, it is oversized in the literature that the amine 4 is unstable and cannot be stored efficiently.19 However, in our study, compound 4 proved to be easily manipulated at room temperature and could be used in the next reaction after several days. It is encouraging us once 4 showed the highest in silico score value as ion channel modulator at Molinspiration Cheminformatics program (Table 1).

   

  Conclusion

  It was discovered an efficient route to prepare indolizine-2-carbonitrile (1) from MBHA, (microwave irradiation, one-step, 70%) two times better than the described synthesis.11 Beside this, an efficient one-step procedure to indolizine-2-carboxylate (2) (microwave irradiation, 81% versus two steps, 70%, by conventional heating)11 was also described here. These two compounds were used to prepare in high yields three compounds described in Figure 3. Syntheses of carboxylic acid (3), alcohol (5) and amine (4) were performed in high yields in a chemoselective way. It was also presented here a strategy based on Molinspiration Cheminformatics program to select compounds with potential biological activities as ion channel modulators. The biological studies of these compounds as antihypertensive and anticancer drugs are now in evaluation.

   

  Experimental

  General

  All commercially available reagents and solvent were obtained from Sigma-Aldrich® and used without further purification. Reactions were monitored by thin layer chromatography (TLC) using silica gel 60 UV254 Macherey-Nagel pre-coated silica gel plates; the detection was made by a UV lamp. Flash column chromatography was performed on 300-400 mesh silica gel. Organic layers were dried over anhydrous MgSO4 or Na2SO4 prior to evaporation on a rotary evaporator. Reactions requiring microwave irradiation were performed in a microwave reactor CEM® model system Discover BenchMate with temperature monitored by built-in infrared sensor. 1H and 13C nuclear magnetic resonance (NMR) spectra were recorded using Varian Mercury Spectra AC 20 spectrometer (200 and 50 MHz for 1H and 13C, respectively). Chemical shifts were reported relative to internal tetramethylsilane (δ 0.00 ppm) for 1H, using CHCl3-d, CH3OH-d or DMSO-d6 as solvents. Fourier transform infrared (FTIR) spectra were recorded on a Shimadzu spectrophotometer model IRPrestige-21 in KBr pellets. Gas chromatography-mass spectrometry (GC-MS) data were measured with a Shimadzu GCMS-QP2010 mass spectrometer.

  Methyl 2-[hydroxyl(2-pyridinyl)methyl] acrylate (6)14

  Carboxy-2-pyridine (110 mg, 1.0 mmol), excess of methyl acrylate (2 mL) and DABCO (112 mg, 1.0 mmol) preparation were placed in a 25 mL flask at 0 °C under stirrer for 5 h. After that, the reaction medium was directly filtered through silica gel, using hexane/ethyl acetate (7:3) as solvent and the reaction products were concentrated under reduced pressure, producing 100% of pure methyl 2-[hydroxyl(2-pyridinyl)methyl] acrylate (6).

  2-[Hydroxy(pyridine-2-yl)methyl] acrylonitrile (7)14

  Carboxy-2-pyridine (110 mg, 1.0 mmol), excesses of acrylonitrile (2 mL) and DABCO (112 mg, 1.5 mmol) preparation were placed in a 25 mL flask at 0 °C under stirrer for 30 min. After that, the reaction medium was directly filtered through silica gel, using hexane/ethyl acetate (7:3) as solvent and the reaction products were concentrated under reduced pressure, producing 100% of pure 2-[hydroxy(pyridine-2-yl)methyl] acrylonitrile (7).

  General procedure for the microwave-assisted synthesis of methyl indolizine-2-carbonitrile (1)11

  The X mmol of 2-[hydroxy(pyridine-2-yl)methyl] acrylonitrile (7) and Y mL of solvent were placed in a 10 mL glass microwave tube with magnetic stirrer at 80 °C (temperature monitored by built-in infrared sensor) for 20-100 min (Table 3). After the complete reaction, the mixture was brought to room temperature and was directly filtered through silica gel, using hexane/ethyl acetate (7:3) as solvent and the reaction product was concentrated under reduced pressure producing methyl indolizine-2-carboxylate (1) in Z yield (Table 3).

  General procedure for the microwave-assisted synthesis of methyl indolizine-2-carboxylate (2)11

  The X mmol of methyl 2-[hydroxyl(2-pyridinyl) methyl] acrylate (6) and Y mL of solvent were placed in a 10 mL glass microwave tube with magnetic stirrer at 80 °C (temperature monitored by built-in infrared sensor) for 20-100 min (see Table 3). After the complete reaction, the mixture was brought to room temperature and was directly filtered through silica gel, using hexane/ethyl acetate (7:3) as solvent and the reaction product was concentrated under reduced pressure producing methyl indolizine-2-carboxylate (2) in Z yield (see Table 2).

  Indolizine-2-carboxylic acid (3) preparation20

  Indolizine-2-carboxylate (2) and 21 mL of 1 mol L1 KOH ethanolic solution were placed in a 50 mL glass round bottom flask. This mixture was refluxing by 16 h. After the end of reaction (verified by TLC), the reaction mixture (dispersion) was carried to room temperature followed by water addition (to solubilize the dispersion) and a HCl solution (1 mol L-1) to obtain pH 2-3. The product was extracted by the organic phase (3 × 20 mL EtOAC), which, in turn, was dried with sodium sulfate anhydrous Na2SO4 and concentrated under reduced pressure in which it was obtained 3 on 100% isolated yield.

  Indolizin-2-ylmethanamine (4) preparation19

  In a 25 mL glass round bottom flask, it was placed 1 mmol of indolizine-2-carboxynitrile (1), 2 mL of dry THF. 3.0 equiv. of LiAlH4 was gradually added in small portions at 0 °C. After that, reaction was stirred for 3 h at room temperature, followed by slow addition of saturated ammonium hydroxide solution (0.2 mL). Excess THF was removed by evaporation, followed by partition between 25 mL water and 3 × 20 mL dichloromethane, which, in turn, organic phase was dried with sodium sulfate anhydrous Na2SO4 and concentrated under reduced pressure in which it was obtained 4 in 98.5% isolated yield.

  Indolizin-2-ylmethanol (5) preparation19

  In a 25 mL glass round bottom flask, it was placed 1 mmol of indolizine-2-carboxylate (2), 2 mL of dry THF. 2.0 equiv. of LiAlH4 were gradually added in small portions at 0 °C. After that, reaction was stirred for 3 h at room temperature, followed by slow addition of saturated ammonium hydroxide solution (0.2 mL). Excess THF was removed by evaporation, followed by partition between 25 mL water and 3 × 20 mL dichloromethane, which, in turn, was dried with sodium sulfate anhydrous Na2SO4 and concentrated under reduced pressure where 5 was obtained in 100% isolated yield.

   

  Supplementary Information

  Supplementary data, spectra and chromatograms are available free of charge at http://jbcs.sbq.org.br as a PDF file.
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    Supplementary Information

    Spectroscopy data

    2-[hydroxy(pyridine-2-yl)methyl] acrylonitrile (1). 1H NMR (200 MHz, CDCl3) δ 7.84(d, 1H, J 8 Hz), 7.65 (s, 1H), 7.32(d, 1H, J 8 Hz), 6.78 (m, 1H), 6.61(m, 2H). 13C NMR (50 MHz, CDCl3) δ 97.90, 103.14, 113.75, 117.21, 118.20, 120.19, 120.34, 125.79, 133.31 IR (KBr) vmax/cm-1 3128.54(C-H sp2), 2229.71(CN), 1635.64 and 1404.18(C=C).

    Methyl indolizine-2-carboxylate (2) 1H NMR (200 MHz, CDCl3) δ 7.80 (m, 2H), 7.31(d, 1H J 8 Hz,), 6.81 (sl,1H), 6.66 (m, 1H), 6.50 (m. 1H), 3.87 (s, 1H)). 13C NMR (50 MHz, CDCl3) δ 52.13, 101.08, 112.95, 116.60, 118.85, 120.29, 120.96, 126.06, 133.46, 166.29.

    Indolizine-2-carboxylic acid (3) 2H NMR (200 MHz, CDCl3) δ 12.36 (sl,1H,OH), 8.27 (d, 1H J 6, Hz), 8.05 (s, 1H), 7.44 (d, 1H, J 8 Hz), 6.74 (m,3H). 13C NMR (50 MHz, CDCl3) δ 101.25, 113.22, 117.73, 119.68, 121.03, 121.29, 127.46, 133.43, 167.10 IR (KBr) vmax/cm-1 2920.23(0-H), 1670.35(C=O).

    Indolizin-2-ylmethanamine (4) 1H NMR (200 MHz, CDCl3) δ 7.86 (m, 1H), 7.14 (s, 1H), 7.05 (d, 1H, J 8,), 6.37 (m, 1H), 6.20 (m. 1H), 6.03 (s, 1H), 3.51 (s, 2H). 13C NMR (50 MHz, CDCl3) δ 98.98, 105.86, 110.64, 111.61, 117.88, 119.53, 126.80, 133.42; IR (KBr) vmax/cm-1 3275.13(NH),3109.25, 2920.23(C-H sp2), 2850.79(C-H sp3), 1589.34(N-H), 1300.02(C-N).

    Indolizin-2-ylmethanol (5) 1H NMR (200 MHz, CDCl3) δ 7.86 (m, 1H), 7.14 (s, 1H), 7.05 (d, 1H, J 8,), 6.37 (m, 1H), 6.20 (m. 1H), 6.03 (s, 1H), 3.51(s, 2H). 13C NMR (50 MHz, CDCl3) δ 142.73, 141.19, 136.29, 129.39, 127.53, 121.61, 119.94, 108.47, 68.01; IR (KBr) vmax/cm-1 3290.56(O-H), 2916.37(C-H sp3), 2866.22(C-H sp3), 1458.18(-CH2-), 1138.00(C-O).

    2-[hydroxyl(2-pyridinyl)methyl] acrylate (6) 1H NMR (200 MHz, CDCl3) δ 3.71 (s, 3H); 5.61 (s, 1H); 5.96 (s,1H); 6.34 (s, 1H); 7.19 (ddd, 1H, J 7.6/5/0.6 Hz); 7.40 (d,1H, J 8 Hz); 7.66 (ddd,1H, J 7.8/7.6/1.6 Hz); 8.51 (m, 1H). 13C NMR (50 MHz, CDCl3) δ 51.82; 72.01; 121.22; 122.61;126.83; 136.82; 141.56; 148.16; 159.40; 166.47.

    2-[Hydroxy(pyridin-2-yl)methyl] acrylonitrile (7) 1H NMR (200 MHz, CDCl3) δ 5.00 (sl, 1H); 5.31 (sl, 1H); 6.06 (s,1H); 6.23 (s, 1H); 7.31 (m, 1H); 7.41 (d, 1H, J 7.8 Hz); 7.77 (ddd, 1H, J 7.8/7.6/1.6 Hz); 8.57 (m, 1H). 13C NMR (50 MHz, CDCl3) δ 74.31; 118.15; 122.69; 125.16; 127.07; 132.54; 139.01; 149.80; 157.48.
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    O principal objetivo deste trabalho foi determinar as classes de lipídios principais e as composições de ácidos graxos (FFAs) em triacilglicerols (TAGs) e fosfolipídios de camarões adultos Crangon crangon em zonas costeiras do Golfo de Gdansk (Mar Báltico, Polônia). Cromatografia líquida de alta eficiência com detector de epalhamento de luz laser (HPLC-LLSD) foi utilizada na separação de classes de lipídios. A composição de FFAs foi determinada por cromatografia gasosa-espectrometria de massas (GC-MS) e espectrometria de massas por tempo de voo com dessorção de matriz assistida por laser (MALDI-TOF-MS). As seguintes classes de lipídios foram separadas usando HPLC-LLSD: TAGs, FFAs, esteróis (ST) e lipídios polares (PL). As análises por HPLC-LLSD mostraram a prevalência de esteróis, não identificados por MALDI-TOF-MS. Esteróis representaram 2,5 mg g-1 de lipídeos totais com base nesta análise. TAGs e FFAs foram em seguida as classes de lipídios mais abundantes, contabilizando 1,9 e 2,0 mg g-1 de lipídeos totais, respectivamente.

  

   

  
    The main aim of this work was to determine the principal lipid classes and compositions of fatty acids (FFAs) in triacylglycerols (TAGs) and phospholipids in adult shrimps Crangon crangon from coastal areas of the Gulf of Gdańsk (Baltic Sea, Poland). High performance liquid chromatography with a laser light-scattering detector (HPLC-LLSD) was used to separate the lipid classes. The FFA composition was determined with gas chromatography-mass spectrometry (GC-MS) and matrix-assisted laser-desorption time-of-flight mass spectrometry (MALDI-TOF-MS). The following lipid classes were separated using HPLC-LLSD: TAGs, FFAs, sterols (ST) and polar lipids (PL). The HPLC-LLSD analysis showed the dominance of sterols, which were missing from MALDI-TOF-MS, sterols made up 2.5 mg g-1 of the total lipids on the basis of this analysis. TAGs and FFAs were the next most abundant lipid classes, accounting 1.9 mg g-1 and 2.0 mg g-1 of the total lipids, respectively.

    Keywords: Crangon crangon, lipid components, HPLC-LLSD, GC-MS, MALDI-TOF

  

   

   

  Introduction

  Lipids include fatty acids, their derivatives, and substances biosynthetically or functionally related to these compounds.1 They form dynamic bilayer membranes and are the main source of energy.2-4 Fatty acids are basic structural components of complex lipids, such as phospholipids and glycolipids. Their derivatives are hormones and intercellular informers, and they interface with proteins as their lipophilic modifiers. Fatty acids can be saturated, monounsaturated and polyunsaturated.5 Those FFAs that cannot be synthesized by mammals are called essential fatty acids (EFAs), they are of great importance in living organisms.6,7 Plants and marine organisms contain polyunsaturated, long-chained omega-3 fatty acids (n-3 PUFA).6 In 1940s, Sinclair8 described the connection between a diet rich in polyunsaturated fatty acids from sea fish and low mortality from cardiovascular causes in a population of Eskimos. The next important contributions were the studies of Bang and Dyerberg among the Greenland Inuits.8 The authors demonstrated the ability of PUFA to reduce serum levels of triacylglycerols, chylomicrons and low density-lipoprotein (LDL) cholesterol.9 Omega-3 FFAs are responsible for the development and proper functioning of the central nervous system by reducing depressions and anorexia nervosa.6 They are useful in treating Alzheimer's disease in mice, in the prevention of cardiovascular disease and cancer.10-12 The daily demand for omega-3 acids is about 1.0-1.5 g, but some sources recommend up to 2 g for adult men.13 The diet of North Americans, which is very rich in n-6 PUFA, supplies only 0.15% of the daily demand for omega-3 acids (about 130 mg day-1).6,11 The dietary ratio of n-6:n-3 is 8:1, whereas it should be not higher than 4:1 or 2:1.6,11 In 1991, the consumption of n-6 PUFA was 10 to 25 times higher than that of n-3 PUFA.14 High levels of omega-6 FAs are a cause of stress, depression and various illnesses. Moreover, they limit the modification of n-3 α-linolenic acid (ALA) to eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA).6 Absorbing large amounts of saturated fatty acids (SFA) is also very harmful, causing hypercholesterolemia, coronary heart disease (CHD) and mortality.15 In 2001/2002, 65.7% of Americans were classified as clinically overweight or obese because the SFA to PUFA ratio was between 11:1 and 4:1. The proper ratio of SFA to PUFA is 3:1 or less, fish and shellfish are rich in n-3 PUFA and reduce SFA and cholesterol contents.15 Unfortunately, humans cannot synthesize DHA and EPA fatty acids, so they have to absorb them with food or obtain them from the conversion of α-linolenic acid (ALA).7,11

  The primary sources of EFA (particularly EPA and DHA) are fish, fish oils mackerel 2500 mg 100 g-1) and seafood (shrimp 300 mg 100 g, the same EFA content as in cod).11 Therefore, there exists a possibility of using krill oil as an alternative or substitute for fish oil.16 Atlantic krill has much more EPA per g than standard fish oil capsules (240 mg g-1 EPA in krill as against only 180 mg g-1 in standard fish oil).6 Crangon crangon (Linnaeus 1758) is a small shrimp (maximum length 89 mm) belonging to the Crangonidae family. Shrimps inhabit the sandy or muddy bottoms of shallow coastal waters down to 130 m. They are common in the Eastern Atlantic, the Atlantic coast of Morocco, in the Mediterranean and Black Seas.17 The shrimp is caught on a large scale (40322 tons year-1 in the North Atlantic and 113 tons year-1 in the Mediterranean Sea), according to surveys from 2005.18

  The primary aim of the current research was to determine the free fatty acid profile, as well as the FA profiles in triacylglycerols and phospholipids in the abdominal muscle of fall-caught Crangon crangon. The approximate quantitative analysis of lipid classes was done by HPLC-LLSD.

   

  Experimental

  Biological material

  Adults of Crangon crangon were collected in November 2008 in the coastal area of the Gulf of Gdańsk (Sobieszewo Island). C. crangon were decapitated and the muscles from shrimps were dissected and frozen at –80ºC in glass tubes. Tissues were weighed and were divided into two samples.

  The total mass of the biological sample (3476.7 mg) was divided into two samples: the first sample was extracted in dichloromethane (mass 2452.7 mg) and the second sample was extracted in a mixture of chloroform-methanol, Folch's method (mass 1024.0 mg). Tested tissues of C. crangon from first part of the analytical studies were obtained from 10 muscles of C. crangon. Four muscles of C. crangon were used to the second extraction. To determine the variability of the results, they were compared with the student's t-test: significant at p < 0.05.

  Chemicals and reagents

  Dichloromethane, methanol, acetone, n-hexane, acetonitrile (all HPLC grade), ethanol 99.8% and isooctane analytically pure were obtained from Chempur (Piekary Śląskie, Poland), 2,5-dihydroxybenzoic acid (DHB, HPLC grade) from Sigma-Aldrich (Poznań, Poland), and NaCl 0.9% from Fresenius-Kabi (Kutno, Poland). Sodium hydrate pills were purchased from POCH SA (Gliwice, Poland) and BSTFA+TMCS (99:1), (BSTFA (N,O-bis(trimethylsilyl) trifluoroacetamide) and TMCS (trimethylchlorosilane)) was supplied by Supelco (Bellefonte, USA). Saturated branched-chain fatty acid 18-methyl-eicosanoate was the internal standard and was obtained from Sigma-Aldrich (Poznań, Poland).

  Dichloromethane extraction, HPLC and GC-MS analyses

  Muscle lipids were extracted directly after the isolation of the abdominal muscle from the biological material. The first sample (10 adult stages, total weight of 2452.7 mg) was extracted in 20 mL of dichloromethane and homogenized for 20 min using a pestle and mortar. The solvent extract was concentrated by rotary evaporation and then evaporated to dryness in a stream of nitrogen. The lipid extract was separated into classes of compounds using HPLC-LLSD and a normal-phase 250 × 4.6 mm analytical column packed with Econosil Silica (Alltech, particle size 5 µm). The mobile phase consisted of n-hexane (solvent A) and dichloromethane containing 15% acetone (solvent B). The gradient was programmed linearly from A to B within 35 min. The subsamples of TAGs and PLs obtained were hydrolyzed with a solution of KOH in methanol (0.5 mol dm-3, 3 h at 70 ºC). Trimethylsilyl derivatives (TMSi) of FFAs and sterols were obtained by the addition of 100 µL of a BSTFA:TMCS mixture (99:1) to 1 mg of each sample and heating for 1 h at 100 ºC. Fatty acid methyl esters from the hydrolysis of TAGs and PLs, as well as TMSi derivatives of sterols and free fatty acids, were then GC-MS analyzed on a Finnigan Mat SSQ 710 mass spectrometer coupled to a Hewlett Packard 5890 gas chromatograph. Compounds were separated in a 30 m × 0.25 mm i.d., HP-5 capillary column (film thickness 0.25 µm). The column temperature was programmed from 60 to 300 ºC at a rate of 4 ºC min-1. The injector temperature was 300 ºC, and the carrier gas was helium. During the whole process of sample preparation to analysis, before and after separation of each class of lipid, before the derivatization to trimethylsilyl and methyl esters of fatty acids, extracts were stored at a temperature of -3 ºC since there exists a very high probability of oxidation of analyzed polyunsaturated fatty acids.

  Folch's method of extraction and MALDI-TOF analyses

  The second sample (4 adult stages with a total weight of 1024.0 mg) was extracted in a mixture of chloroform-methanol (2:1, v/v) according to Folch et al.19 After that, the solvent was washed with 0.9% aqueous NaCl. MALDI-TOF-MS coupled to a reflectron (Bruker, Bremen) was used to identify the extract components. Spectra were recorded in positive ion mode ([M + H]+, [M + Na]+ and [M + K]+) with an accelerating voltage of 19 kV and a reflective voltage of 20 kV. The MALDI-TOF-MS was equipped with a pulsed N2 laser with wavelength λ at 337 nm and a delay time of 1500 ns. The mass range in the MALDI-TOF mass spectra was from 200 to 2000 amu. The lipid samples were dissolved in ethanol and mixed with saturated matrix solution, 2,5-dihydroxybenzoic acid (DHB). After that 1 µL of the solution was deposited on a sample plate and dried in a stream of air.

   

  Results

  HPLC-LLSD analysis

  The total quantity of lipids extracted with dichloromethane was 19.2 mg (7.9 mg g-1 dry mass), which comprised less than 1% of the total fresh weight of the biological material (Table 1). Four fractions were obtained as a result of the HPLC-LLSD separations: TAGs (f1), FFAs (f2), sterols (f3) and PLs (f4) (Figure 1). Their presence was confirmed on the basis of the retention time of the compounds identified by lipid standards.
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  All fractions were then subjected to further GC-MS analysis. Sterols were the dominant class of lipids and accounted 2.5 mg g-1 of the total lipids. The extracts contained similar amounts of TAGs and FFAs, which made up 1.9 and 2.0 mg g-1 of the total mass of lipids, respectively. Fraction 4 (polar lipids) was the least abundant class (Table 1).

  GC-MS analysis - fatty acid profiles

  Table 2 summarizes the fatty acid profiles in neutral and polar lipids detected by GC-MS. Nine FAs ranging from C14 to C18 were obtained as a result of TAG (tFAs) (f1) hydrolysis, and 4 acids were detected after hydrolysis of the polar lipid fraction (pFAs) (f4). The free fatty acid FFAs, f2 fraction, contained a total of 22 FAs with 14-24 carbon atoms in the chain.
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  All compounds were identified as the corresponding TMSi derivatives. Figure 2 shows the total ion current (TIC) from the GC-MS analysis of the triacylglicerols (f1) (Figure 2a), free fatty acid fraction (f2) (Figure 2b) and polar lipids (f4) (Figure 2c). Ions at m/z 73 and 75 are typical of all TMSi derivatives. The main ions of FA are 117 and 145.
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  The dominant FAs in all samples were, 16:0 (f1: 644.1 ± 32.1 µg g-1; f2: 652.0 ± 28.1 µg g-1; f4: 456.0 ± 23.1 µg g-1), 16:1 (f1: 96.9 ± 5.1 µg g-1; f2: 96.0 ± 3.8 µg g-1; f4: 202.5 ± 11.2 µg g-1), 18:0 (f1: 349.6 ± 17.7 µg g-1; f2: 354.0 ± 13.9 µg g-1; f4: 135.0 ± 6.8 µg g-1) and 18:1 (f1: 619.4 ± 31.1 µg g-1; f2: 410.0 ± 16.1 µg g-1; f4: 706.5 ± 35.3 µg g-1). The total content of these four compounds was between 75.6 (f2) and 100.0% (f4) (see Table 2 for details). The other abundant FAs were, 14:0 (f1: 72.2 ± 3.6 µg g-1; f2: 74.0 ± 3.1 µg g-1), 15:0 (f1: 32.3 ± 1.7 µg g-1; f2: 66.0 ± 2.7 µg g-1), 17:0 (f2: 19.0 ± 0.9 µg g-1), 18:2 (f1: 39.9 ± 2.0 µg g-1, present only in this fraction) and EPA, which was detected only in fraction 2 and accounted 40.0 ± 1.8 µg g-1 of the total mass of FFAs.

  GC-MS analysis - composition of sterols

  HPLC-LLSD analysis revealed the dominance of sterols in the lipid composition. Only cholest-5-en-3β-ol (cholesterol) and 22-trans-24-norcholesta-5,22-dien-3β-ol (24-norcholestadienol) were detected in the sterol fraction on the basis of mass spectra obtained during GC-MS analysis (Figure 3), with cholesterol accounting for more than 95% of the total sterols.
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  MALDI-TOF analysis

  To confirm the presence of phospholipids in a sample, a MALDI-TOF analysis was performed on the extracts obtained using Folch's extraction. As the current study focuses on the essential fatty acid content, it will be presented the results only for those phospholipids containing EPA or DHA combined with other FAs. The FFA profile was also studied to assess the usefulness of the method in FFA analysis. Other compounds were not analyzed by this technique.

  MALDI-TOF mass spectra possibly revealed the presence of polar lipids, which were initially identified on the basis of the following ions: molecular ion [M + H]+, cationated ions [M + Na]+, and [M + K]+ and the headgroups of the phospholipid (Table 3 and Figure 4).

  
    

    [image: Table 3. Measured mass-to-charge]

  

  
    

    [image: Figure 4. MALDI-TOF-MS]

  

  Only 9 free fatty acids were identified in the extracts using MALDI-TOF-MS (Table 4, Figure 5). Through this table, the intention was to show the similarity or difference of certain fatty acids identified by using GC-MS techniques to MALDI-TOF-MS.
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  The dominant FAs detected by this method were fatty acids with 16 (m/z 257, 16:0) and 18 (m/z 285, 18:0) carbon atoms. Perhaps the reason is the overlapping of ions of the sample with ions of the matrix. Other saturated acids were present in very small quantities. Polyunsaturated fatty acids (EPA and DHA) were almost absent in free form. However, monounsaturated fatty acids (MUFA) 18:1 and 24:1 were detected. The FFA profile obtained by MALDI-TOF-MS differed from the one obtained by GC-MS analysis probably because MALDI-TOF-MS is not a method suitable for analyzing compounds with such a low molecular mass.

   

  Discussion

  Lipid classes

  The class composition of lipids, with high levels of sterols, triacylglycerols, free fatty acids and phospholipids, was characteristic of Decapoda.20 The polar lipid fraction was a dominant lipid class in the abdominal muscle of Crangon crangon according to all previously published data.4,21-23 Phospholipids, which are relatively more polar and easy to emulsify, are better and a major source of EFA when compared to neutral lipids.21,24,25 They are also essential in each organism lifecycle, form the membrane structure and are present in the fat bodies located in the hemocoel.20 Phospholipids are the primary constituents of the algal diet of shrimps and krill.26,27 Our results of MALDI-TOF-MS analyses of Crangon crangon lipids obtained by Folch's extraction are in good agreement with previous reports and confirm the predominance of polar lipids over the other lipid classes (Table 3). However, when a less polar solvent (dichloromethane) was used for the extraction, polar lipids were less abundant than any other lipid class detected.

  MALDI-TOF technique was developed to deal with compounds of high molecular mass, thus it is often the method of choice in the analysis of phospholipids.28 The PL fractions are prevalent in muscles, whereas in the hepatopancreas, also a source of lipids during food deprivation, neutral lipids predominate. The reason for this is that in muscles the polar lipid fraction is the first to be consumed, whereas in the hepatopancreas, all the compounds are metabolized to the same degree.22 As PUFAs are rich sources of energy, special attention was paid to PLs containing EPA or DHA. The PUFA level rises with decreasing water temperature in much the same way as during starvation, which could explain the large numbers of phospholipids with these acids in the structure, identified in our investigation.22

  There is a slight prevalence of SFA over PUFA in the composition of the polar fraction in the cold season because benthic organisms take these acids from dead and living organisms as well as from plant material. Linoleic acid (LA) and linolenic acid (LNA) are converted into PUFA as a result of elongation and desaturation.29 Polyunsaturated fatty acids prevail in the polar fraction during the remainder of the year because they are essential elements of every living cell, important components of cellular membranes, a source of energy and precursors of many biologically active compounds.30

  Sterols were a dominant class of lipids according to the results of HPLC-LLSD analyses. They accounted for 32.3% of all lipids isolated with dichloromethane, which is not surprising since they are the second most common lipid class in shrimps, as confirmed by other authors.22 Dietary food is an essential source of sterols for growth and survival in crustaceans, as they lack the ability to synthesize these compounds from scratch. A high level of cholesterol is required for the biosynthesis of sex and molting hormones, as well as for the formation of cell membranes and intercellular structures in crustaceans.31,32 Cholesterol accounted for more than 95% of the total sterols, which is in good agreement with results previously reported Kanazawa.31 Nonetheless, apart from cholesterol it was identified only 24-norcholestadienol. The composition of the sterol fraction is affected by the time of year when the material was collected, depth in the sea, geographical location and dietary sources.33,31

  Triacylglycerols and free fatty acids from abdominal muscles were detected in comparable amounts (Table 1), only slightly lower than those of sterols. The FA composition may be affected by the extraction method used to isolate lipids from marine invertebrate tissues.34 TAGs are reservoirs of energy in marine invertebrates and they can be used during short periods of starvation.25 FFAs are used when an animal is forced to survive several months with less food available. Such use of energy sources is characteristic of marine crustaceans living both in deep seas and in freshwater.35 Moreover, PLs can be converted to TAGs if they are needed as an energy source.21

  Fatty acid profiles

  Crustaceans are rich in essential fatty acids, mainly EPA and DHA, which are the major stores of energy in marine ecosystems.29 Despite the small size of Crangon crangon (up to 9 cm), catches have grown from 37223 tons in 1999 to 44853 tons in 2005.36 As expected, the major fatty acids were compounds 16:1, 16:0, 18:1 and 18:0, which is in good agreement with reports on the lipids in shrimps and prawns.4,21-23,27,29,37,38 A similar composition of fatty acids was also determined during the analysis of the diet of herring, for which shrimps are one of the basic sources of food.39 Our group also identified several fatty acids reported only by a few authors, those where compounds C13 and C24 (Table 4).21,40

  The most significant difference between the results presented here and previous reports is the lack of DHA and the very low content of EPA (Table 2). These acids were usually dominant in the FA profile together with C16 and C18 compounds; however, lower levels of EPA and DHA during the fall were reported by Kasai and Sakai.23 The EPA content in both neutral lipids and phospholipids of Pandalus kessleri was lower than in other seasons.23 Similarly, the DHA content in Mysis alymyra lipids was at much lower levels than in other crustaceans.27 Kasai and Sakai23 also demonstrated the same seasonal changes between males and females in the relative contribution of EFA to the overall lipid content. Like MUFA, these acids are essential for benthic organisms; crustaceans can use them as primary sources of energy.4,29 This could explain the highest levels of fatty acids 16:1 and 18:1 detected in Crangon crangon FA profiles during the fall. Differences in SFA, MUFA and PUFA content depend strongly on salinity. Low levels of polyunsaturated fatty acids and high contents of saturated acids have been noted in freshwater and in brackish water. Since PUFA can influence the osmoregulatory mechanism by altering the permeability of cell membranes, their levels increase with salinity. The levels of these acids are also determined by diet.29,41 The amounts of EPA and DHA increase when the content of C16 fatty acids is reduced, and vice versa.38 Benthic species consume plant detritus, rich in saturated fatty acids, particularly palmitic (16:0) and stearic (18:0) acids.29 The low PUFA values during November suggest that food deprivation significantly reduces total lipid levels and that these levels are correlated with values reported in the same season for zooplankton and dinoflagellates.29,42 Sekino et al.43 described higher levels of fatty acids with 16 and 18 carbon atoms from freshwater zooplankton species. Those species could be an additional source of saturated fatty acids for benthic crustaceans living in coastal marine areas. Moreover, of all the highly unsaturated fatty acids (HUFA), PUFA are the first to be reduced in muscle tissues of invertebrates during food deprivation.22 They are also consumed in juvenile stages as compounds essential for the development and transformations of the organism.29 This could explain why it was observed low levels or even a lack of EPA and DHA in free form in the lipids of Baltic shrimps caught in the fall.

  Seasonal changes in the lipid content and the FA profile depend on weather conditions, climate, seawater temperature and season, in the fall, a low lipid content was reported.4,23,38 The development of organisms and changes in nutritional conditions as well as the locality inhabited can reduce amounts of DHA and EPA.4 Higher levels of EFA are needed in the larval stages, as they are used for somatic growth and neural tissue development.7 The same metamorphosis to later stages requires much more energy.38 The EFA intake increases with increasing body weight and respiration, and decreases with growing metabolic activity.42

  The fatty acid profile in lipids from the abdominal muscle of Crangon crangon in the fall is in agreement with expectations and the results published by other researchers.23 Consumption of shellfish is rapidly increasing, not only because they are tasty, but also because of the wealth of essential fatty acids they contain.44 Shrimps are not caught in the Baltic Sea, but worldwide the catch is large (44853 tons in 2005) and still growing, which explains the importance of studies concerning the nutritional value of this species.36

   

  Conclusion

  The method analysis was successfully applied in the identification of lipid components in the abdominal muscle of fall-caught Crangon crangon from a coastal area of the Baltic Sea. This is the first time that the accurate chemical composition of the lipids in Crangon crangon was recognized.
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    Este estudo focaliza o comportamento do aço galvanizado em um ambiente marinho corrosivo e no processo de escoamento superficial para o mesmo material que ocorrem em Valparaíso, Chile. O potencial de corrosão e a taxa de corrosão avaliados através de perda de massa foram utilizados para determinar os danos da corrosão para o aço galvanizado. As composições dos produtos de corrosão foram determinadas utilizando difratometria de raios X (XRD) e sua morfologia através da microscopia eletrônica de varredura (SEM). As soluções de escoamento coletadas após as chuvas foram analisadas para determinar o valor de pH e das concentrações dos íons Cl–, SO42– e Zn2+. Os resultados após 15 meses mostram que o potencial de corrosão do aço galvanizado aumenta ao longo do tempo, indicando a formação de uma película protetora que consiste em produtos de corrosão de zinco. Estes produtos foram identificados como zincita e simoncoleita. Os valores de pH obtidos para as soluções de escoamento são semelhantes das amostras de água da chuva de referência, e as concentrações de cloreto das soluções de escoamento são aproximadamente duas vezes as da água de chuva

  

   

  
    This study focuses on the behavior of galvanized steel in a corrosive marine environment and on the runoff process for the same material occurring in Valparaiso, Chile. The corrosion potential and corrosion rate evaluated via mass loss were used to determine the corrosion damage to the galvanized steel. The compositions of the corrosion products were determined using X-ray diffractometry (XRD), and their morphology through scanning electron microscopy (SEM). The runoff solutions collected after rainfall were analyzed to determine the pH value, and Cl–, SO42– and Zn2+ ion concentrations. The results after 15 months show that the corrosion potential of the galvanized steel increases over time, indicating the formation of a protective film that consists of zinc corrosion products. These products were identified as zincite and simonkolleite. The pH values obtained for the runoff solutions are similar to those of the reference rainwater samples, and the chloride concentrations of the runoff solutions are approximately twice those of the rainwater.

    Keywords: atmospheric corrosion, galvanized steel, mass loss, runoff, chloride

  

   

   

  Introduction

  Atmospheric corrosion is the electrochemical deterioration of a metal due to atmospheric factors, both meteorological and chemical. Metals suffer losses due to spontaneous oxidation when their surfaces are wetted by a layer of condensed water due to fog or rain. This process leads to the formation of a protective film that acts as a physical barrier between the metal and the environment.1-5

  Galvanization produces a zinc coating on a steel surface and is one of the most efficient methods for steel corrosion protection. This protection is due to the excellent corrosion resistance of zinc coatings, particularly in atmospheric environments. Significant amounts of galvanized steel are used extensively in the construction industry for roofing, gutters, drainage pipes and hot-dip galvanized reinforcing steel rebars.6 The corrosion protection of galvanized steel depends on the thickness, porosity and adherence to steel of the zinc coating. It is also important to consider the nature of the corrosion products, the exposure time to aggressive media, the climatic factors and the atmospheric pollutants.7-9

  When zinc is exposed to any environment, it immediately forms a fine film of zinc oxide (ZnO), which is an n-type semiconductor. The electronic conductivity of zinc oxide promotes oxygen reduction, which is a common cathodic corrosion reaction.10 Hydroxide radicals (OH-) from the oxygen reduction are adsorbed on the film, leading to the consolidation of a moisture layer thick enough to cause electrochemical reactions depending on the components (Cl–, SOx, CO2, etc.) found in the atmosphere.11-14

  Because this study is performed in a marine atmosphere, it is important to consider the zinc corrosion products in this medium, which are simonkolleite (Zn5(OH)8Cl2•H2O), hydrozincite (Zn5(CO3)2(OH)6) and zinc and sodium hydroxyl-chlorosulfate (NaZn4Cl(OH)6SO4•6H2O). Simonkolleite is the most commonly formed product within a few days of exposure. The hexagonal structure of simonkolleite is discontinuously distributed as "islands" on the metal surface, and the stability of this compound depends on the chloride ion concentration and the pH value of the environment.15-18

  These corrosion products include zinc chloride (ZnCl2) and zinc sulfate (ZnSO4), which are not adherent and can be physically removed from the metal surface (by wind or sand erosion) or dissolved by rain or condensation. The release of zinc ions into a medium due to the dissolution of soluble corrosion products is termed runoff. This process depends on the volume, intensity, flow rate, frequency and pH of local rainfall. Besides metal ions, runoff solutions can contain chemical compounds that are present in the air and have been deposited onto the metal surface before the rainfall, including dissolved organic matter or matter in a suspension. As a consequence of the runoff process, traces of metals can be found in soil and in water supplies, which can pose a significant ecological risk.19-22

  This study focuses on the behavior of galvanized steel under atmospheric corrosion in a marine environment and presents the first results for the effects of runoff processes on zinc under these conditions in Chile.

   

  Experimental

  Initial state of the hot-dip galvanized steel

  Steel plates were hot-dipped in a galvanizing bath composed of 0.005% Al, 0.35% Sn, 0.30% Pb, 0.5% Ni and Zn, which formed the remaining percentage. Figure 1a shows the surface appearance of the galvanized steel, which exhibits a certain degree of porosity in the Zn coating, while Figure 1b shows the energy dispersive spectrometer (EDX), indicating a principal element composition of 95.8% Zn, 0.65% Fe, 2.91% Pb and 1.47% Al. Previous results obtained by the authors show a cross-section with a Zn coating (η) approximately 30 μm thick and with other layers 80 μm thick, though only the ζ phase (FeZn13) is visible.16,23

  
    

    [image: Figure 1. Initial SEM image]

  

  Sample preparation and installation

  During the studied period from January 2008 to March 2009, samples of hot-dip galvanized steel 100 × 100 × 6 mm in size were exposed at an atmospheric station located in Valparaiso (Lat. 32º S, Long. 71º W), Chile, 170 m from the coast and 11 m above sea level. The galvanized steel test plates were given an initial average Zn coating 114.0 ± 0.1 μm thick and were degreased, washed, dried, weighed and then stored in a moisture-free environment until use.

  The samples were prepared in triplicate and installed on a panel with a 45º angle to the horizontal and with their faces oriented towards marine fog, in accordance with ISO24 and ASTM25 standards. For the runoff test, 16 samples were mounted above plastic gutters connected to tubes that led to a 5 L storage receptacle, which collected the runoff solution for subsequent chemical analysis after each rainfall episode. Separate rainwater samples were also collected during each episode as references.

  Meteorological and environmental measurements

  The meteorological parameters that were measured on a monthly basis at the atmospheric station are as follows: relative humidity, temperature, time of wetness, rainfall amount and wind speed. To determine the amount of chloride and sulfur dioxide in the atmosphere, the wet candle technique was used in accordance with the ISO 9225 standard.26

  Corrosion testing

  The rate of corrosion was determined using the mass loss of the triplicate test plates after 3, 6, 9, 12 and 15 month exposures, in accordance with the ISO 8407 standard.27 Similarly, the in situ corrosion potential was measured periodically in accordance with the Pourbaix methods using a Radiometer pIONeer 10 high impedance millivoltmeter and an agar/KCl bridge electrode holder, which was fitted with a saturated calomel reference electrode designed especially for measurements of metal surfaces. Each time, the corrosion potential was measured for a sample, 10 measurements were taken, and the average was calculated.

  The morphology of the corrosion was observed using a JEOL JSM-5410 scanning electron microscope coupled to an EDX 9100 energy dispersive spectrometer, and the corrosion products obtained on the galvanized steel were identified using a X´PERT PRO PANalytical diffractometer with a Cu Kα radiation and a pyrolytic graphite monochromator. The equipment power was 40 mA and 40 kV in the grazing beam mode with an angle of incidence of 1 degree and a nickel filter.

  Runoff solution analysis

  For the runoff solutions collected after each rainfall episode, pH and conductivity measurements were taken as well as triplicate measurements of the Cl–, SO42– and Zn2+ ion content. The same parameters were measured for the reference rainwater samples.

  The level of Zn2+ was determined from atomic absorption spectroscopy using a Shimadzu AA 6800 F with a direct aspirator and air-acetylene burner. The level of chloride was determined using a modified Mohr's method, which is a standard water analysis:28 the pH (7-10) of a known sample is altered by the addition of a NaOH 0.1 mol L-1 and H2SO4 0.05 mol L-1. Next, 1 mL of a potassium chromate indicator solution is added, and a silver nitrate solution is used to evaluate the amount of chloride in the sample. A blank test is also conducted to determine the amount of reagent consumed by the indicator.

  The sulfate content was determined using the gravimetric method specified in the Standard Methods for the Examination of Water and Wastewater.29 The sulfate ion content of a known volume of runoff solution is determined by precipitating the solution with 10% m/v barium chloride. The obtained barium sulfate filtrate is dried until a constant mass is reached; it is then cooled and weighed on an analytical balance with a precision of ± 0.0001 g.

  Measurement of the pH value was conducted using a Scholar pH meter with a combined glass OKCN electrode, while the conductivity was measured using a Jenway 4071 conductometer with an electrode of the same make.

   

  Results and Discussion

  Characterization of the test atmosphere

  Monthly evaluation of the climatic and environmental parameters and the application of the ISO 9223 standard30 enabled the classification of the atmospheric aggressiveness categories at the station. Figures 2a-2c show the variations in the temperature, relative humidity and time of wetness (τ) during the study period, and Figure 3 shows the variations in the atmospheric deposition of chloride (salinity, S) and sulfur dioxide (sulfated compounds, P).

  
    

    [image: Figure 2. Meteorological parameters]

  

  
    

    [image: Figure 3. Mounthly deposition]

  

  The time of wetness (TOW) is the sum of all of the times when moisture is present on the metal surface, during which corrosion is possible. In this case, TOW reached an average of 48.3%, indicating category τ4. This value is higher during the first months of the year due to the coastal cloud cover during Summer (trough) that can last the entire day, which maintains the sample moisture and brings saline fog from the coast. It is therefore expected that the corrosion process on the galvanized steel depends mainly on the chloride content and TOW.

  With regard to chloride ions, the average level is 52.4 mg m-2 day-1, corresponding to category S1. The sulfated compound deposits reached an average of 4.8 mg m-2 day-1, i.e., a category of P0. Based on these results, the atmospheric station can be classified in accordance with the ISO 9223 standard30 as C3, which corresponds to a medium corrosivity, meaning the general corrosion of Zn when the main aggressive agent is the Cl– ion, and is the principal characteristic of an atmospheric station located near the coast.

  Rainfall is an important factor in the runoff process. Figure 4a shows the amount of rainfall during the studied period, which averaged 652.0 mm month-1. The months of May and August have the highest rainfall, 253.81 and 216.07 mm month-1, respectively. March shows the least rainfall, with 8.7 mm month-1, and the first rainfall of the year occurs during this month. During the 15 month study period, 40 days have rainfall and 410 days do not.

  
    

    [image: Figure 4. Mounthly rain]

  

  Figure 4b shows the variations in the wind speed. This parameter is important because the speed, origin and direction of the wind influence the amount of pollutants in the air, the chemical composition of the rainwater and the speed of the test plate drying process, which affects the time of wetness. During the studied period, a direct relation can be observed between the speed and direction of the wind and the amount of atmospheric chloride deposited on the metal surface. This result arises because the increase in the coastal wind raises the salt content of the marine spray moving inland, which is predominantly in a Southeastern direction.

  Corrosion of galvanized steel as a function of time

  The Zn mass loss during steel exposure to a marine environment is shown in Figure 5a for the 15 month studied period.

  
    

    [image: Figure 5. Mass loss]

  

  After the first three months of exposure, the corrosion of the material leads to a Zn mass loss of 2.0 ± 0.3 mg cm-2 and to the initial formation of corrosion products on the metal surface. These products are predominantly compounds with specific degrees of adhesion and compatibility, such as the simonkolleite (Zn5(OH)8Cl2•H2O) and zincite (ZnO) that were observed in the XRD diffractogram (Figure 6), and soluble products, such as ZnCl2 and ZnSO4, that are later leached by the rainfall and detected in subsequent runoff solutions. During this first exposure period, the total rainfall was minimal (8.7 mm).

  
    

    [image: Figure 6. XRD pattern]

  

  The second evaluation after 6 months of exposure covers the period of highest rainfall (367 mm), leading to an increased leaching of the soluble products and deposited salts, an enhancement in the runoff process and a more than twofold increase in the metal mass loss, which reached a value of 4.6 ± 0.4 mg cm-2. After 9 months of exposure, the mass loss continues to rise, but to a lesser extent, and, in the following evaluation periods, the mass loss tends towards a constant value over time, exhibiting an exponential relation. Furthermore, the corrosion rate decreases over time, tending towards the passivity of the galvanized steel under these conditions. This result corroborates the mass loss behavior of the galvanized steel over time (Figure 5b) and is contrary to those of other authors in which the corrosion process accelerates over time due to the runoff effect.9,18

  This behavior can be explained by the lack of rainfall impeding the leaching of the soluble products and by the insoluble corrosion products, which were formed over time, acting as a physical barrier between the metal and the environment.

  Based on the obtained data, the Zn mass loss would reach a value of 7.7 ± 0.6 mg cm-2 after 24 months of exposure (Figure 5a), assuming that the meteorological and pollutant variables show no significant variations that would lead to a larger mass loss of the corrosion products that formed during the studied period.

  Corrosion potential as a function of time

  A possible method for confirming the presence of corrosion products on a metal surface is to measure the in situ corrosion potential, which should be more positive for a metal surface with corrosion products than for bare metal, depending on the thickness, morphology and composition of the corrosion products. The results obtained in this study show that the corrosion potential of the bare metal at the beginning of the exposure reaches a value of –1000 ± 20 mV vs. SCE, and over time, this value moves towards more positive values, reaching –600 ± 25 mV vs. SCE after 15 months of exposure. The authors have previously described the same trend for the variation in the corrosion potential over time.16

  The increase in the in situ corrosion potential of 400 mV over time corroborates the presence of corrosion products, which act as a protective film on the metal surface and hinder the spread of species that intervene in the corresponding electrochemical reactions. This behavior is in agreement with the results described above for the Zn mass loss of the galvanized steel, in which the corrosion rate in the later periods does not increase linearly but rather tends towards a constant value.

  Analysis and morphology of the corrosion products

  The visual evaluation of the galvanized steel Zn surface shows that white corrosion products adhere to the metal surface during exposure to the test conditions.

  After three months of exposure, the galvanized steel exhibits a surface with corrosion products (Figure 7a), which are identified as zincite (ZnO) and simonkolleite (Zn5(OH)8Cl2•H2O) via X-ray diffraction (Figure 6). The latter can be seen mainly in the micrograph (Figure 7b) as platelets with a lamellar shape. EDX analysis indicates that the principal elements of the semi-quantitative composition of the corrosion products (Figure 7c) are O 3.5%, Cl 12.6%, Zn 80.0% and Si 1.5%. Si is usually found in corrosion products that come from soil during outdoor tests. These results agree with those obtained in other studies in which the formation of simonkolleite is enhanced by the presence of atmospheric chloride.30-32

  
    

    [image: Figure 7. Morphology of the corrosion]

  

  During the exposure of the galvanized steel samples to the marine atmosphere, the anodic dissolution of Zn (equation 1) is balanced by the reduction of O2 (equation 2) in the cathodic areas.

  As a result of the ion deposits on the metal surface, the Na+ cations (aq.) migrate towards the cathodic areas, while the Cl– anions (aq.) move towards the Zn dissolution sites, in which insoluble simonkolleite (equation 3) has formed as islands on the metal surface and in which the simonkolleite stability, as shown in the Pourbaix diagram,33 exhibits an intermediate pH level and a high Cl– activity. In the cathodic areas, in which the chloride activity on the metal surface is low and the pH value is high, ZnO tends to form. Therefore, the stability of these products on the galvanized steel surface will slow the Zn corrosion, and the corrosion rate will decrease with exposure time, as shown by the Zn behavior in Figure 5b.

  
    [image: Equation (1)]
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  With an increase in exposure time, the insoluble corrosion products (simonkolleite and zincite) predominate on the metal surface, as do the soluble corrosion products ZnCl2 and ZnSO4, which have formed in the absence of rainfall and which will be dissolved (partially or totally) during each rainfall episode.

  After 6 months of exposure, the galvanized steel is exposed to the months with the highest amounts of rainfall. The surface appearance of the steel (Figure 8a) shows that the soluble corrosion products formed by salt deposits are leached by the rainfall. Figure 8b shows the globular morphology of the corrosion products, whose principal elements in the semi-quantitative composition are Zn 81.2%, Fe 1.9%, Cl 2.5%, S 2.9% and O 7.6%, as analyzed by EDX (Figure 8c). The main corrosion products identified are simonkolleite (Zn5(OH)8Cl2•H2O) and zincite (ZnO).
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  After 12 months of exposure (Figure 9a), the corrosion products exhibit accumulated particles with a globular morphology (Figure 9b), whose principal elements in the semi-quantitative composition are Zn 65.0%, Fe 1.5%, Cl 5.9%, S 2.5%, K 4.21%, Ca 8.1%, Mg 1.6%, Al 1.69% and O 5.58%, as analyzed by EDX (Figure 9c). The XRD analysis identified the following corrosion products: simonkolleite (Zn5(OH)8Cl2•H2O), zincite (ZnO), and, to a lesser degree, zinc and sodium chlorohydroxysulfate (NaZn4Cl(OH)6SO4•H2O), which is formed by the incorporation of sulfate ions (via ionic exchange) into the crystalline structure of simonkolleite.14,30
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  Analysis of the runoff solution

  From March-August 2008 (Figure 4a), different rainfall intensities were measured. The total amount of rainfall was 652.2 mm year-1, and March was the month with the least rainfall (8.7 mm) and May the most rainfall (253.8 mm). During this period, 10 rainfall events were registered; the first occurred at 43 days of exposure and the second at 93 days of exposure (Figure 10). The period between these two events represents the longest dry period, but this period had a relative humidity above 80% (Figure 2a), TOW of 0.55 (Figure 2c) and chloride content of approximately 40 mg m-2 day-1 (Figure 3), which led to the formation of corrosion products due to the deposition of atmospheric pollutants, mainly Cl- and, to a lesser degree, SO2.
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  These pollutants encourage the formation of salts, such as simonkolleite (Zn5(OH)8Cl2•H2O, which can be dissolved by lightly acidic rainfall), and soluble products, such as ZnCl2 and ZnSO4 (which are partially or totally leached depending on the intensity of the rain). Thus, these pollutants contribute to the increased concentration of chloride and sulfate ions in the runoff solutions. The other rainfall events occurred with greater frequencies and with differing intensities up to the month of August 2008.

  The average pH values measured for the 16 runoff solution samples from different rainfall events are shown in Figure 11a and compared with the reference rainwater samples. The pH values for the runoff solutions are similar to those for the rainwater samples and vary between pH 6.1 and 7.1. These pH values corroborate the stability of simonkolleite on the metal surface, which forms a protective barrier against the atmospheric medium.
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  Figure 11b shows the results obtained for the average conductivity of the samples, which were measured during the respective rainfall events. The runoff solution conductivity of the first episode is 4 times higher than that of the corresponding rainwater, which confirms the runoff process and corroborates the existence of soluble salts. This increase in conductivity is due to the period without rainfall (42 days), which leads to the accumulation of pollutant deposits on the metal surface. It can be seen that the conductivity of the runoff solution increases proportionally to the number of dry days that precede the rainfall and that the conductivity values are at their lowest and closest to the reference rainwater values in the months with continuous rainfall.

  The results for the chloride and sulfate measurements obtained in the respective events are shown in Figure 12a. The chloride concentration in the runoff solution is approximately twice that in the rainwater for almost all rainfall episodes due to the retention of chloride on the metal surface (adsorbed/deposited or part of the corrosion products), which corroborates the runoff process. During the first rainfall event, however, the amount of chloride in the runoff solution is approximately six times that in the rainwater due to the prolonged dry period.
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  Additionally, Figure 12b shows that the sulfate concentrations in the runoff solutions are higher than those in the rainwater. In the runoff solutions, the chloride ion concentration is considerably higher than the sulfate concentration, which is most likely due to the location of the station and its proximity to the sea (the amount of atmospheric chloride > atmospheric SO2). The higher chloride concentration in the runoff solution is partly due to the chlorides deposited on the metal surface by the sea breeze during dry periods, which are then washed off by the rainfall; partly due to the possible formation of soluble corrosion products that only lightly adhere to the surface, such as zinc chloride (ZnCl2), zinc hydroxycarbonate (Zn5(OH)6(CO3)2) and zinc sulfate (ZnSO4);20 and partly due to ions deposited on the metal surface, such as K+, Na+, Mg2+, Ca2+, etc., which were not analyzed in the runoff solutions.

  Figure 13 shows the zinc concentration (Zn2+) from each rainfall event. It can be observed that the highest Zn2+ concentration is found (12 mg L-1) in the third episode (at 115 days of exposure) due to leaching of the soluble corrosion products. The zinc concentration then decreases with increasing exposure time down to values of approximately 2 mg L-1. This result indicates that the zinc concentration due to the metal surface is strongly influenced by the amount of rainfall, the rainfall duration and the length of time between events.
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  Figure 14 presents the monthly Zn mass loss in the runoff solutions. This loss is well correlated with the amount of rainfall, the rainfall periodicity and the duration of the dry periods. During the year, the total Zn loss from the runoff process is 0.065 ± 0.004 mg cm-2, equivalent to a 0.07 μm year-1 thickness loss (a practically negligible amount). However, it should be noted that the mass loss due to runoff also depends on the stability, porosity and defects of the first corrosion layers formed on the metal as well as on the solubility and adherence of the corrosion products that are formed during the exposure period.
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  Conclusions

  The atmospheric corrosion and runoff of galvanized steel were studied during a 15 month period at a marine atmospheric station in Valparaiso, Chile, which can be classified for aggressiveness as C3.

  The results show that the Zn surface mass loss increased over time and that this loss tends towards a constant value after one year of exposure due to the formation of corrosion products on the metal surface, which also increase the corrosion potential over time. The obtained corrosion rate of the galvanized steel after 15 months of exposure to the marine environment was 8.5 μm year-1. The identified principal corrosion products are zincite (ZnO) and simonkolleite (Zn5(OH)8Cl2•H2O), with a secondary product of zinc and sodium chlorohydroxysulfate (NaZn4Cl(OH)6SO4•H2O).

  The runoff solutions collected on the 40 days in which rainfall episodes were registered show that the pH values of the runoff solutions are similar to those of the rainwater and that the chloride content is approximately double that of the rainwater. The latter result is due to the retention of chloride on the galvanized steel surface due to the adsorption or deposition of the Zn chloride compounds that are formed during the corrosion process. The pH conditions and chloride content are evidence of the stability of simonkolleite, implying that it functions as a protective barrier against the atmospheric medium.

  The zinc concentrations that were measured monthly for the runoff solutions are well correlated with the amount of rainfall, the rainfall periodicity and the duration of the dry periods between rainfall events. During the studied period, the total Zn loss due to runoff is 0.065 ± 0.004 mg cm-2, equivalent to a 0.07 μm year-1 thickness loss.
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    Fotoeletrodos foram usados para tratar efluentes têxteis sintéticos contaminados com corante azul indantreno. Dois meios de tratamento foram usados (NaCl e Na2SO4) com variações de temperatura, pH, densidade de corrente, concentrações de corante e de cloreto. Um método de Pechini modificado foi aplicado para obter os eletros de Ti/Ru (Ti, Ru, Ti0.5Ru0.5, Ti0.75Ru0.25 e Ti0.25Ru0.75) contendo nanoparticulas de TiO2 anatase e a análise de degradação de cor foi realizada. Caracterizações física (microscopia de força atômica e difratometria de raios X) e eletroquímica (voltametria cíclica) foram feitas. As condições que geraram maior remoção de cor para o sistema apresentado foram NaCl 0,05 mol L−1, 100 mA cm–2, 35 ºC e pH 7, independente da concentração de corante para o eletrodo de Ti0.25Ru0.75.

  

   

  
    Photoelectrodes were used to treat synthetic textile wastewater contaminated with indanthrene blue dye. Two media of treatment were used (NaCl and Na2SO4), with variations on temperature, pH, current density, dye and chloride concentration. A modified Pechini method was applied to obtain Ti/Ru-based electrodes (Ti, Ru, Ti0.5Ru0.5, Ti0.75Ru0.25 and Ti0.25Ru0.75) containing anatase TiO2 nanoparticles and a color degradation analysis was done. Physical (atomic force microscopy and X-ray diffractometry) and electrochemical characterizations (cyclic voltammetry) were considered. The condition that yielded highest color removal for the system presented 0.05 mol L−1 NaCl, 100 mA cm–2, 35 ºC and pH 7, independent of the dye concentration for the Ti0.25Ru0.75 electrode.

    Keywords: nanostructured materials, indanthrene blue, dye degradation, oxide anodes, titanium dioxide nanoparticles

  

   

   

  Introduction

  A sum of around 750,000 tons of dye is consumed every year by a variety of textile, leather dye, paper production, food technology and cosmetics, among other industries. Dyes are composed of chromophores and other structures responsible for its fixation to the fiber. The most commonly used chromophore are the azo dyes which typically have a –N=N– group in which nitrogen atoms are bonded to aromatic system.1

  From 20 to 30% of the known dyes can be determined by its chromophore group, in which the azo dyes represent 70% of these, and the antraquinones represent 15% of this group of dyes used industrially.2 The antraquinones are characterized by their condensed atomic structure that yields a stronger resistance to biodegradation.3 They are used commercially for the coloration of cotton and cellulose fibers, having a very representative health risk due to their secondary products, which include aromatic amines with a very well documented proven carcinogenic potential.4

  The high resistance of this group to microbial treatments and its high stability in presence of sunlight make it necessary to develop powerful treatment methods able to decompose these compounds without yielding other contaminants that can cause environmental damages.1

  The highest impact from these compounds is considered water contamination. Water pollution is understood as the degradation of its environmental qualities as a result of activities, which direct or indirectly dispose inappropriate matters or energy to the water not meeting the environmental standards established.5

  In this scenario, alternative wastewater treatments are needed and among the choices presented, the electrochemical forms of treatment are preferred due to their non use of chemical reagents, and dependence of only electrodes which have as main feature their non-contamination potential.1

  Photoelectrocatalysis consists of a system in which a metal based thin film is irradiated with UV light to produce electron excitation and positively charge holes, making them available for organic and water oxidation yielding OH.1

  The anatase form of TiO2 has been used in photocatalysis for light-induced oxidation of organic pollutants. The most attractive features of this semiconductor material are its low cost, low toxicity and wide band gap (3.2 eV) preventing photocorrosion and good stability.1

  The photocatalysis occurs as the irradiation of anatase TiO2 nanoparticles by UV protons (λ < 380 nm) necessary to promote an electron from the valence band to the conduction band (eCB–) generating a positive vacancy (VVB+),6 as seen below:

  
    [image: Equation (1)]

  

  Additionally, organic materials can be oxidized by a direct route through the vacancy or by the formation of a heterogeneous hydroxyl radical formed by the interaction between the photogenerated vacancy and the adsorbed water: 6

  
    [image: Equation (2)]

  

  On the other hand, in electrochemical treatment systems, the main problem of organic compound oxidation processes in larger scales is the development of adequate electrodes, since these processes occur in high anodic potential, in which a high electrochemical and physical stability of the electrode is required.

  In this sense, the Pechini method allows the production of stable electrodes in relatively low temperatures and with controlled characteristics (stoichiometry, homogeneity and particle sizes).7

  Searching to fulfill the requirements of high catalytic activity together with high stability, the present study seeks to develop electrodes containing TiO2 nanoparticles and Ti and/or Ru compounds deposited as thin films on Ti substrates for use in photoelectrocatalytic treatment of wastewaters contaminated with indanthrene blue. The electrodes were synthesized according to a modified Pechini method, which consists of polyester preparation that is obtained from adding citric acid (CA) to ethylene glycol (EG) on which an alkaloid metal is dissolved. The paste obtained is deposited in a titanium support and heated to 450-500 ºC, so that the organic additives can be carbonized and replaced by pores, which will substantially increase the superficial area of the electrode.7

  These electrodes must be able to resist to the operation conditions and yield a potentially non-environmentally damaging system able to treat contaminated wastewater, reducing its dye presence. The prepared electrodes containing different compositions were characterized by atomic force microscopy (AFM), X-ray diffractometry (XRD) and cyclic voltammetry (CV). In addition, the influence of different operating conditions, like the dye and electrolyte concentrations, the current density applied, the pH and the temperature on the removal of the indanthrene blue were studied.

   

  Experimental

  For the present study, the chosen dye was indanthrene blue (CAS No. 81-77-6), with a melting point between 470-500 ºC, solubility of 0.1 g 100 mL–1 in water at environment temperature and soluble also in concentrated sulfuric acid beside alkaline solutions. The dye structure can be seen in Figure 1.

  
    

    [image: Figure 1. Indanthrene blue]

  

  Synthesis of the electrodes

  The electrodes were synthesized according a modified Pechini method. Initially, the titanium supports were submitted to a previous treatment in order to clean and standardize the surface of the support, also removing the insulating superficial layer of titanium oxides/hydroxides spontaneously formed. Thus, first, the titanium support was abraded with a sandpaper of 600 granulometry followed by a sandpaper of 1000 granulometry. Second, it was washed in ultrapure water (Milli-Q) and immersed in isopropyl alcohol. Third, once rinsed with ultrapure water, it was immersed in HCl solution (20%) for 20 min at around 100 ºC with manual temperature and stirring regulation. Fourth, the electrode was again washed with ultrapure water and then immersed in oxalic acid (10%) for 5 min at around 100 ºC with manual temperature and stirring regulation. Finally, it was washed several times with ultrapure Milli-Q water and dried for 10 min at 130 ºC in an oven (Quimis, Q318 D24).

  Ruthenium chloride (Sigma-Aldrich, Ru content 50%) and/or titanium isopropoxide (Sigma-Aldrich, 97%) with a fixed amount of nanoparticles of titanium dioxide (Degussa P25) were mixed allowing the formation of slurries. Thus, five different electrodes were synthesized: Ti/TiO2–TiO2, Ti/TiO2–RuO2, Ti/TiO2–(TiO2)0.5–(RuO2)0.5, 
    Ti/TiO2–(TiO2)0.25–(RuO2)0.75 and Ti/TiO2-(TiO2)0.75-(RuO2)0.25, where TiO2 represents the commercial titanium dioxide nanoparticles. For matter of simplifications from hereafter the nanoparticles (TiO2), which are present in all electrodes, will be omitted. Therefore, an electrode composed of Ti/TiO2–(TiO2)0.5–(RuO2)0.5, will be called Ti0.5Ru0.5. The methodology applied to synthesize all five electrodes will be further described.

  For the ruthenium electrode, a precursor solution was prepared using 0.001 mol of ruthenium chloride (RuCl3), under agitation at 90 ºC, added to a solution of CA and EG (previously mixed under agitation at 60 ºC) and stirred for nearly 1 h at molar ratio of RuCl3/CA/EG (1:3:10).

  Then, by mixing the determined amount of titanium dioxide in powder (0.2797 g) in the solution previously prepared with ruthenium chloride under agitation and heating, the slurry with ruthenium (1 mol) and titanium dioxide nanoparticles (7 mols) was mixed until it reached an homogeneous form and was finally ready.

  For the titanium electrode, a precursor solution was prepared using 0.001 mol of titanium isopropoxide added to EG under agitation at 60 ºC until complete dissolution. Later on, the progressive addition of CA at 90 ºC until the solution was clear, following the molar ratio of 
    TiO2/CA/EG (1:4:16), were carried out.

  The slurry is obtained by adding nanoparticles of TiO2 in powder to the precursor solution, in which for each 1 mol of titanium isopropoxide, there were 3.5 mols of titanium dioxide in powder, under agitation at 90 ºC until the solution becomes clear.

  The use of a vacuum chamber is needed for the Ti precursor solution preparation due to rapid hydrolysis8 of the titanium isopropoxide used for the precursor solution preparation. By creating an inert environment, it is possible to prepare the solution ensuring that the titanium isopropoxide is properly dissolved in EG. Using a syringe, the desired amount was dissolved in pre-heated EG, and then CA was added and dissolved (90 ºC) under agitation.

  For the Ti0.5Ru0.5 electrode, the addition of 0.0005 mol of titanium isopropoxide and 0.0005 mol of RuCl3 from the precursor solution after previous preparation of each solution individually. Therefore, the preparation of ruthenium and titanium pastes was repeated. However, the molar concentration of RuCl3 was now of 0.0005 mol for the ruthenium solution and the concentration of TiO2 was 0.0005 mol for the titanium solution. Finally, both solutions are mixed and homogenized for the posterior addition of the commercial TiO2 nanoparticles.

  For the Ti0.25Ru0.75 electrode, the same methodology used in the previous electrode is repeated but the molar concentrations of RuCl3 and TiO2 was now of 0.00075 and 0.00025, respectively. The same procedure was repeated for the Ti0.75Ru0.25 electrode but with molar concentrations for RuCl3 and TiO2 of 0.00025 and 0.00075, respectively.

  All the slurries were deposited on the titanium support and then taken to an oven (Quimis) for 30 min at 130 ºC, the temperature was elevated to 250 ºC for 10 min when the adherence of the solutions to the support is seen, and a posterior elevation of the temperature up to 400 ºC for 1 h was done. This process was repeated three times and it sought to obtain an electrode with a surface of high porosity.

  Physical characterization

  The electrode morphology was analyzed by AFM, using an AFM CP-Research (Veeco) equipment applying a constant force of 50 nN at a scanning rate of 1 Hz. The measurements were done in a CP-Research STM (Thermos-Veeco) in contact mode. The results obtained represent topographical images of the surfaces.

  With this result, it is possible to analyze the morphology, roughness, granulometry and grain organization of the surface of the electrode, which are of great interest in order to justify certain behaviors of the electrode.

  Further assessments were carried out by XRD analysis by which it is possible to determine the effective crystalline surface composition of the electrode by comparison of the results with the data obtained from the Joint Committee on Powder Diffraction Standards (JCPDS). XRD patterns were taken in a universal diffractometer Rigaku Ultima + RINT 2000/PC, operating with Cu Ka radiation (λ = 0.15406 nm) generated at 50 kV and 50 mA cm–2. The scans were carried out at 2º min–1 for 2q values between 20 and 80º.

  Electrochemical characterization

  The electrochemical measures were taken in a potentiostat/galvanostat Autolab model PGSTAT 302N, on General Purpose Electrochemical System version 4.9, developed by Eco Chemie. One electrochemical cell compartment is made of Pyrex® glass, with a Teflon cover, which has holes for the working, reference and counter-electrodes, as well as for the entrance and exit of N2 gas.

  The working electrodes were the dimensionally stable anodes, or better, the photoanodes, prepared for this study, the counter electrode was a 2 cm2 platinum plate and the reference electrode was a hydrogen electrode in the same solution (HESS) immersed into a Luggin capillary. All potentials are referred to the standard hydrogen electrode (SHE). The solutions were prepared with analytical grade reagents without further purification and water supplied by a Milli-Q system from Millipore Inc.

  Cyclic voltammetry was applied to determine the electrochemical behavior of the electrodes in presence and absence of dye to estimate the oxidation potential of each sample. Therefore, the initial photoelectrolysis was carried out in a current density chosen from the cyclic voltammetry.

  Photoelectrochemical degradation of indanthrene blue

  A laboratorial scale photoelectrochemical system was elaborated to carry on the experiment, and can be seen in Figure 2. The scheme built in a closed lab aims to treat an industrial wastewater contaminated with indanthrene blue C-B (Dystar) 60 ppm, the characteristics were previously described. The system is composed of a current stabilizing source Minipa MPS-3003 (5), a UV lamp of 250 W (3), a photoelectrochemical cell encapsulated with facilities (6) for a thermostat bath, a counter electrode (2) and the work electrode (1), and a magnetic stirrer (4). The light source was positioned at ca. 4 cm distance from the source at the location of the working electrode inside the electro-chemical cell with a quartz tube (without solution).

  
    

    [image: Figure 2. Scheme of the photoelectrocatalytic]

  

  Experiments were carried out in environmental conditions for 3 h and aliquots were extracted at 0, 5, 10, 15, 30, 60, 120 and 180 min. The concentration of the dye in the solution was determined by measuring the absorbance of the dye solution in the aliquots using a spectrophotometer (Hatch DR-2500) in order to determine the performance of the treatment system. The spectrophotometric analyses were carried out at a wavelength of 365 nm, estimated to be the representative wavelength for the dye studied. Similar studies seen in the literature using indanthrene blue RS dye as target compound for removal9 commonly uses the same wavelength.

  The effluent prepared in our lab was indanthrene blue C-BC (Dystar) dissolved in a solution of 0.1 mol L−1 sodium chloride or of 0.03 mol L−1 sodium sulfate. All the electrodes obtained were analyzed in a system with dye dissolved in sodium chloride or dissolved in sodium sulfate solutions.

  Experiments were carried out with the most efficient electrode; variations in the system temperature, concentration, pH and current were done to analyze the system response and to determine the condition of the ideal system.

   

  Results and Discussion

  Physical characterization

  Atomic force microscopy is well known as a reliable source able to characterize the surface of a variety of materials in 2D topographic images. From the AFM images, the roughness of the samples are determined and therefore, the electrode with highest surface area and most relevant for the study can be determined. Figure 3 shows AFM topographic panoramic visions of the electrode surfaces analyzed in a 10 × 10 µm area. These images display typical features of deposits synthesized10 by the Pechini method,7 with very rough surfaces. These are very important from a catalytic point of view since a higher suface area related to a rougher surface can be associated to higher degradation of the studied dye.

  
    

    [image: Figure 3. AFM 2D]

  

  Figure 3 shows the Ru, Ti0.5Ru0.5, Ti0.75Ru0.25, Ti0.25Ru0.75 electrodes presented roughness of 0.12, 0.24, 0.20 and 0.80 µm, respectively. From the roughness results, it is possible to presume that the ruthenium electrode although showing the smallest roughness of all, when combined with titanium shows an increased surface area. In this sense, the higher the amount of ruthenium combined with titanium, the higher is the roughness found. Therefore, although ruthenium is widely known for its use as an electrochemical catalyst, in the present experiment, and according to the results found by AFM, it is expected that the Ti0.25Ru0.75 electrode having the highest roughness present an improved catalytic efficiency when compared to ruthenium.

  Previous studies11 indicated that electrodes suffering deposition of pastes containing titanium propoxide followed of heat treatment present highly porous surfaces, thus, somehow during the heating step, titanium propoxide transforms into titanium oxide, which leads to an increase of surface roughness.12

  In search to verify the formation of crystalline oxides deposited on the electrode surfaces prepared by modified Pechini method, XRD analyses were taken. Figure 4 shows the diffractograms obtained for Ti0.25Ru0.75 (b) Ti0.5Ru0.5, (c) ruthenium and (d) Ti0.75Ru0.25 with a calcination temperature of up to 400 ºC.

  
    

    [image: Figure 4. X-ray diffractograms]

  

  Comparing the peaks seen in Figure 4 with the standards of the JCPDS, it could be seen that ruthenium oxide formed during thermal decomposition at 400 ºC was of rutile structure (JCPDS-71-2273). The diffractograms also show TiO2 in anatase form (JCPDS-84-1286) related to the commercial anatase TiO2 nanoparticles deposited as photocatalyst. Some signals of Ti3O5 were also observed (JCPDS-82-1138) which can be formed by the deposition of the Pechini precursors as already observed for sol-gel methods,13 or maybe formed during the thermal treatment from the anatase TiO2 nanoparticles. The peaks related to metallic Ti (JCPDS-01-1197) are due to the metallic Ti substrate.

  The non-identified peaks can be related to chlorides, since the most common impurities seen in the literature are remaining chlorides from the thermal decomposition. This contamination is dependent of the oxide calcination temperature,14 in which the higher the temperature, the higher the presence of remaining chlorides.

  Very intense TiO2 peaks are seen in all XRD results taken for all the electrodes, this is due to the greater amount of this commercial compound added in the synthesis of the electrodes described previously in the modified Pechini methodology adopted.

  Cyclic voltammetry studies

  The electrochemical evaluations of the electrodes, in Figures 5 and 6, were carried out by cyclic voltammetry. The cyclic voltammograms were taken for each electrode in presence and absence of dye in both: 0.1 mol L−1 NaCl and 0.03 mol L–1 Na2SO4 medium.

  
    

    [image: Figure 5. Cyclic voltammetry]
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  In general, the results found for NaCl medium presented better outcomes, showing higher potentials than those seen for Na2SO4, therefore, the data from the later are not shown. Further explanation on the reasons why NaCl presentssuch better outcomes will be done 
    hereafter.

  In most cases, the current density of the electrodes reduces in presence of dye, due to the fact that the organic composites present a strong adsorption to the electrode surface capacity, which eventually reduces the exposed surface of the electrode and therefore a reduction in the active sites is seen.2

  This reduction of current density is mostly greater in oxygen evolution reaction (OER) regions, which are areas that need active sites available at the surface of the electrode for the initial adsorption of oxygen ions. Therefore, the reduction of these particular areas confirms the strong dye adsorption theory.1

  Figure 5a shows voltammograms obtained for Ru electrode, in absence (full line) and presence of dye (dotted line), in which a mainly capacitive behavior is seen due to the high surface area of the electrodes. These high current densities are related to the capacitive loading of the electrode combined with the redox processes due to Ru oxides present in the electrode. Similar curves can be found in the literature,15 also stating that the strong organic compound adsorbed on the electrode surface will reduce the exposed surface of the electrode and thus a reduction in the current will be seen.

  Figure 5b shows the responses taken at the Ti electrode, where the reduction of currents can be seen, as expected, demonstrating that in presence of the dye, the active sites of the electrode have a reduced current conduction capacity due to the strong adsorption of the organic compounds. This reduction is more severe in the areas of OER, which is a catalytic reaction that needs active sites available on the electrode surface so that the initial adsorption of ions containing oxygen can happen. Therefore, a reduction in the OER potentials confirms the hypothesis of a strong adsorption of the dye on the surface of the electrode.

  Figure 5c shows the cyclic voltammetric response obtained for Ti0.75Ru0.25, in which a smaller voltammogram is noted when compared with the observed at the Ru electrode; however the shape of the curves are still very similar to those seen for the ruthenium electrode. Therefore, even though the electrode presented a slighter current density performance, it implies that even when the Ti amounts are more prevalent, the lower amounts of Ru on the electrode are still the one adjusting the electrode performance. This emphasizes the relevance and importance of Ru as an electric carrier.

  Figure 5d shows the cyclic voltammogram of Ti0.5Ru0.5, in which as expected, there is an average behavior of the electrode, presenting a voltammogram that is somewhat the intermediate between the Ti and Ru electrodes.

  As for Figure 5e, the Ti0.25Ru0.75 electrode, which presented the highest roughness, and should consequently present the highest surface area. This area is a positive feature for both electrochemical and photocatalytic reactions. Although the voltammetric results were very good, they do not agree with the porosity assumption of a consequent better reaction in a higher porosity system. However, the results found for this electrode were inferior to the electrode containing only Ru and further study to state the best electrode for the system is required.

  The larger electroactive area indicates that the electrode is capable to carry on a larger amount of electrochemical reactions in the solution-electrode interface, and therefore, will present a higher treatment rate/surface area. Therefore, the Ru electrode presenting the larger area would be indicated as the best electrode for the system disagreeing with the roughness results presented on the AFM analysis.

  Here, it is clear that not only these assumptions are responsible for the efficiency of an electrode in a photoelectrocatalytic system, being also influenced by other factors, such as synergy of the precursors applied.

  Figure 6 shows the cyclic voltammograms of all the developed electrodes overlaid in order to compare their behavior in a 0.1 mol L−1 NaCl solution in absence of dye. This analysis was made to assess the voltammograms for all electrodes considering the amounts of Ru and Ti involved in their preparation. Considering only the voltammograms of Ru and Ti, it is clearly seen that Ru has a much wider voltammogram showing the highest current density therefore, representing a more efficient composite of an electrode. As for Ti, its capacity of current carrying is extremely limited and practically irrelevant when analyzing an electrode with only Ti in its composition.

  When mixed in different proportions of Ti:Ru, however, the electrode behavior changes and stands in a position somewhat proportional to the composition contained in each electrode, considering the influence of Ru. Therefore, on the Ti0.75Ru025 electrode, a slighter voltammogram can be seen showing a tendency of behaving as an Ti electrode; the Ti0.5Ru0.5 electrode shows a very median behavior presenting aspects of what should be expected for an electrode composed of proportional 50% of each component also behaving as expected.

  Among the mixed electrode, the electrode with best outcome was the Ti0.25Ru0.75, which has a high concentration of ruthenium. This outcome is in accordance to that found by Pelegrini et al.16 that prove the synergistic effects in photoelectrocatalysis was related to formation of •OH on RuO2 from water discharge and on TiO2 via reaction simultaneously due to the holes generated by the photoirradiation.

  The modified surface deposition suggests that when mixing these components, they interact and the Ti:Ru will present a different surface organization due to influences of the electronic field interactions and straining influence.17

  Indanthrene blue photoelectrodegradation

  From the slope in Figure 7a, it can be seen that aside from the Ti electrode (triangles), all the other electrodes present a considerable treatment performance, reducing the initial concentration to levels less than 80% on the NaCl solution system. The best performance in this system was seen for the Ti0.25Ru0.75 electrode where the concentration of dye varies from 61.20 to 6.886 mg L–1, presenting an 88.72% of color removal.
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  As for comparison, Figure 7b shows the performance of the same electrodes in a Na2SO4 solution where a reduced degradation outcome can be seen. The Ti0.25Ru0.75 electrode was still the one which presented the best results with a 27.33% of efficiency, reducing the dye initial concentration from 61.20 to 44.47 mg L–1. The dye concentration values were obtained using a calibration curve (data not shown).

  The electrodes with high performance in Figure 7 are the ones with ruthenium in their composition, particularly Ti0.25Ru0.75, in an ion chloride solution. When comparing the electrodes in sodium chloride and sodium sulfate solution, in general, the electrodes in sodium chloride solution tend to present a better performance and thus a better dye removal. This is because the oxidation of ions chloride lead to the formation of molecular chlorine, hypochlorous acid or hypochlorite depending on the pH of the solution. These tend to oxidize organic compounds close to the anode or in the solution, the reactions that describe these processes are seen in equations 3 to 6:

  
    [image: Equation (3)]
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  Previous studies1,19 reported specific generation of chlorine ions according to the pH seen for the medium in a photoelectrocatalytic study. Therefore, the best degradation was seen at pH < 6.0 for chloride medium and pH > 10 for sulfate medium. The strong degradation seen for NaCl in acidic medium was attributed to the large ability of the holes to oxidize Cl– to active chlorine species, such as Cl2 and ClO– and other radical such as Cl• and Cl2•, which oxidize more quickly than heterogeneous •OH produced in Na2SO4 reactions.

  As for the alkaline solutions, a strong inhibition of the generation of chlorinated oxidants from Cl− occurs, desacelerating the destruction of pollutants. Thus, considering both solutions as slightly acid, the inhibition effect is not expected. Although in the Na2SO4 medium, a lower degradation performance was seen, which can be attributed to the absence of chloride species.

  Further studies carried out by Dai et al.20 using a wet electrocatalytic oxidation system confirm the tendency of a lower pH representing a better outcome when considering electrochemical systems. The •OH formation, seen at lower pH, lead to a higher degradation of organic pollutants (such as antraquinones dyes), due to oxidation of hydroxyl radicals. When alkaline conditions are considered, the degradation is carried out by hydroxyl savages, such as CO32–.

  For the Ti electrodes in NaCl medium, the absorbance results indicate an increase of the system concentration (mg L–1) after the first 30 min. This behavior can be explained by the electrode degradation seen in this case. After 30 min of treatment, the Ti electrode tended to disinegrate, generating flakes as a consequence, increasing the turbidity.

  Other studies also present a better effluent degradation in NaCl medium than Na2SO4 due to the additional oxidation of organics with active chlorine species.1 Furthermore, studies developed by López-Grimau and Gutiérrez 
    showed that at lower currents, the oxidation process occurs differently in Na2SO4 and NaCl. For the latter the oxidation proceeds mainly through active chlorine species which leads to important energy consumption saving. The same study also highlighted that the system is pH independent in presence of NaCl, which was also tested in this study.

  Influence of chloride concentration

  The dissolution of indanthrene blue on sodium chloride was done for various concentrations to determine the best NaCl concentration for our system. The first experiments had a 0.1 mol L−1 concentration, thus studies with a 0.025, 0.05 and 0.2 mol L−1 of NaCl were also done. The results of these modifications can be seen in Figure 8.
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  The best results for absorbance reduction were obtained for the 0.05 mol L−1 NaCl concentration, showing a reduction from 1.72 to 0.027 mol L−1 of dye concentration, which represents a 97.19% efficiency of color removal.

  However, the best results were expected to be found for the system with highest concentrations of NaCl due to the higher disposition to form chloride ions that are important in the color removal process, as explained earlier. The expected result was not obtained because in the system with highest concentration of NaCl, the electrode was destroyed, forming white-like flakes that interfered in the absorbance analysis.

  As previously described,1 chloride ions in acid medium are the most influent factor for the degradation of organic compounds. Considering the selected medium at a pH 6.43, classified as slightly acid, it is expected that the increase in NaCl present in the medium generate more chloride ionsand therefore resulting in an increase of degradation. The medium with higher amount of NaCl presented such an amount of chloride ions that during the process of degrading the antraquinone dye it also degraded the electrode destroying the eletrocatalytic system. Therefore, an uncontrolled amount of NaCl in the medium does not necessarily represent an improvement for the degradation reaction.

  In fact, if the final effluent treated with a 0.2 mol L−1 NaCl concentration is left to rest for nearly 1 h, the decantation suffered by the system will result in the cleanest of all systems, but that would indicate a different proposal of wastewater treatment system for industrial or municipal effluents, consisting of a photoelectrocatalysis associated with a posterior decanting process. So, for the purpose of this study, the NaCl concentration chosen was 0.05 mol L−1 that did not demand a secondary treatment system.

  Current density influence analysis

  Previous studies show that the current density of the system directly influence the growth of flakes and the size of bubbles evolved, determining the retention time and energy cost of the process.22 Thus, degradation experiments were carried out applying 150, 100, 50 and 25 mA cm–2 with the Ti0.25Ru0.75 electrode in a 0.05 mol L−1 NaCl solution. The data yielded represent the dye concentrations according to calibration curves (data not shown), in the established sampling time and are represented in Table 1.
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  The data above show that at 150 mA cm–2 the system was best improved, showing the lowest absorbance value. A decrease of absorbance from 2.502 to 0.009 was experienced, for which according to the calibration curve, represents a dye concentration of 0.93 mol L−1, the removal efficiency was of 99.17%. The performance of the electrode at 100 mA cm–2 should also be considered since in that system a reduction of 95.59% was obtained. The same cannot be said for the 50 and 25 mA cm–2 currents, which were less effective, yielding a reduction of 93.8 and 91.29%, respectively, after decantation.

  These results are in accordance to literature,23 in which an increase of color removal was seen for higher current intensity. However, while analyzing industrial systems, it is important to keep in mind the viability and applicability of such study, and therefore propose systems that are profitable and applicable. In this manner, the study was continued using a 100 mA cm–2 current as ideal, considering that it also had good outcomes and represents the best cost-efficiency relation overall.

  Furthermore, considering studies developed by Haan et al.24, in which the influence of pH in current density showed that when increasing the pH of weakly acidic solutions, enhancements in the current density at a given potential are seen. In that research, a 30 fold increase of current density at 0.22 V was seen when a pH variation from 1 to 5 was present. This effect is attributed to the negative shift of CO oxidation potential with the increase in pH, which would poison the electrode surface. Therefore, the pH optimization could represent a poising preventive tool.

  Temperature influence analysis

  Experiments were carried out at 35, 50 and 75 ºC to estimate the influence of temperature in the system studied. The results can be seen in Table 2.
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  From the data, it can be concluded that at 35 ºC the highest degradation degrees were seen, reducing the initial concentrations from 110.99 to 2.91 mol L−1, representing a removal efficiency of 96.66%. At 70 ºC, the removal efficiency was 92.72%. At 50 ºC, a reduction from the initial concentration of 110.99 to 3.71 mg L–1 was seen representing a 96.66% removal efficiency. These results show that the temperature dependency of the system is low; in a scenario where the temperature is elevated in two folds, the influence in the color removal is not proportional. Therefore, a linear dependency is not seen since the color removal does not follow temperature variations linearly.

  On the other hand, considering the degradation of a textile effluent where color of the contaminant is one of the most important features considered, as the temperature increases, the recombination of charge carriers and also the desorption process of adsorbed reactant species can be seen, resulting in a decrease of activity.25 This was confirmed in our experiment, in which an increase in the formation of flakes was seen for the system at 70 ºC. These flakes accumulate on the surface of the solution increasing the absorbance capacity of the effluent. The remaining systems did not present representative flocculation, which indicates that the flocculation is related to high temperatures.

  Previous studies developed by Bonfatti et al.26 reinforce the mild influence of temperature in the photoelectrocatalytic system, since the electrochemical process allows more than one reaction simultaneously, competing with one another, and with the photocatalytic reactions. Therefore, the temperature has little influence in the system.

  pH dependency analysis

  By varying the pH of the solution, the surface charge of TiO2 changes, shifting the potential of catalytic reaction, therefore, the adsorption of dyes on the surface is modified, varying the system reaction rate. Under an acid or alkaline condition, the surface of titanium can be protonated or deprotonated according to equations 7 and 8:25

  
    [image: Equation (7)]
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  Once the ideal electrode, current, temperature and effluent concentration were determined, the pH values were studied as a way to further enhance the system. Extensive study to determine the ideal pH for the system was done; previous report27 stated that at pH < 6.0, the degradation is faster in chloride medium. The acidic medium created in this chloride medium is responsible for the large ability of the holes formed according to equation 1, to oxidize Cl– to active chlorine species (Cl2, HClO and ClO–), which come to oxidize organics faster than heterogeneous •OH produced in a Na2SO4 system. The opposite can be seen in alkaline solutions where there is strong inhibition of the generation of chlorinated oxidants from Cl–.

  All the previous experiments were done without a pH adjustment, considering initial pH already described previously. For the following steps, the pH was fixed for 5 values, two of them acids (pH 3 and 5), one neutral (pH 7) and two alkaline (pH 9 and 12). The initial pH adjustments were done by adding 1 mol L−1 HCl, so that the effluent becomes acid and for the effluent to become alkaline 1 mol L−1 NaOH was added.

  Therefore, considering previous experiments, the photoelectrocatalysis was carried out at a 100 mA cm–2 current, at 35 ºC, with the Ti0.25Ru0.75 electrode in a 0.05 mol L−1 NaCl solution, thberesults can be seen in Figure 9.
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  The greatest absorbance decay was obtained for pH 3, in which the initial absorbance of 2.565 is reduced to 0.027, yielding a removal efficiency of 98.49%. The second best result is at pH 7, in which the removal efficiency was of 97.38%, seen in Figure 9.

  At slightly acid pH, there is a tendency to show better results than at alkaline ones. However, it is not possible to assume that lower pH will necessarily indicate a higher degree of effluent degradation, once that the second best performance was seen at pH 7 (neutral), while pH 5, 9 and 12 showed a final concentration of 5.3 mol L−1 (95.34%), 8.47 mol L−1 (92.55%), 13.64 mol L−1 (88.01%), respectively.

  Carneiro et al.27 stated that at pH < 6.0 in NaCl medium and at pH > 10 in Na2SO4 medium, a maximum photoelectrocatalytic degradation is seen in a wastewater treatment. In this case, the main dye treated is an azo dye from the textile industry and the catalyst considered are nanoporous TiO2 thin-film electrodes. Considering the resemblance with our study, it should be pointed out that similar results were seen.

  Thus for the present study, pH 7 and 3 were considered ideal, but in an industrial scale, the last would not be the best choice, since according to local legislation,28 such acid pH would be over the limit of legal acceptance. Such condition would obligate the company to consider a posterior treatment for pH adjustment.

  Dye concentration dependency analysis

  The last analysis done considered the variation on dye concentration, taking it from the initial 60 ppm and varying to 25, 50, 150 and 200 ppm. The results of these variations were obtained by spectrophotometer absorbance analysis in which the final concentration of dye can be estimated through calibration curves (data not shown).

  All results obtained were relevant since the values of absorbance of the dye at the final of the treatment are very similar (Figure 10) being needed an enlargement of this region, as observed in the inset of Figure 10. The 100 ppm concentration showed the best results with a 98.94% dye removal. A non-linear relation is established between the dye concentration and its removal at the end of the photoelectrocatalysis reaction. For 25, 50, 100, 150 and 200 ppm, the dye removal efficiency was of 96.7, 98.7, 98.94, 98.11 and 98.55%, respectively. A linear relation, such as, an increased removal when there is an increase in concentration was expected, however, this was not confirmed as seen in Figure 10.
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  Although the color removal seems to vary independently from the dye concentration, all systems presented a very high treatment efficiency indicating that the photoelectrocatalysis system developed represents an effective way to reduce dye concentrations for all initial concentrations studied here. As for industrial applications, this is a very positive system feature, indicating that a previous concentration adjustment is not necessary, making the system cheaper and more viable.

   

  Conclusions

  In this study, 5 different compositions of electrodes in order to achieve an efficient photoelectrocatalytic system for indanthrene blue wastewater treatment were synthesized. Physical and electrochemical characterizations were carried out to further investigate the electrode properties. At last, the pH, medium concentration, temperature, applied current and dye concentrations were also varied aiming to determine the influence of these variables in the dye polluted wastewater treatment performance and also to establish optimized operational conditions.

  Since the AFM and voltammograms pointed out the same electrode as the potentially best one to yield the best color removal treatments, and considering that this electrode presents the highest roughness and the higher voltammetric charge, further studies were developed for various chloride concentrations, applied currents, cell temperatures, solution pH and dye concentrations, presenting various outcomes.

  While varying the chloride concentration (0.025-0.2 mol L−1), it was expected that the highest the concentration, the best the outcomes; however the flocculation seen when applying high NaCl concentrations was a limiting factor for this affirmation. Surprisingly, the highest dye removal was then observed at 0.05 mol L−1 NaCl.

  The current analysis similarly considers that the best outcome should be seen for the highest current,23 which was confirmed in our study, in which the 150 mA cm–2 system presented the best outcome (99.17% of color removal). However for industrial applications, it is important to consider the energy consumption and the use of a lower current system to prevent excessive energy costs. Thus, the 100 mA cm–2 system was considered ideal.

  When varying the temperature of the system, a similar behavior for the chloride concentration and current variations is expected, where an inversely linear behavior was supposed to be seen. The higher the temperature, the lowerthe system efficiency should be. This was confirmed due to the formation of flocculation and the best operational temperature for this system was considered 35 ºC (96.66% of color removal).

  At pH 3.0, the treatment efficiency was of 98.49% of color removal. However, such an acid pH would negatively influence the water quality and cause a different source of environmental damage to the groundwater system and therefore, represent a secondary form of pollution. Thus, due to the small differences of treatment noticed in all pH systems, the pH chosen to carry out the remaining analysis was pH 7.

  For the dye concentration analysis, at all concentrations, the final system (0.05 mol L−1 NaCl, 100 mA cm–2, 35 ºC, pH 7) using Ti0.25Ru0.75 electrode presented good outcomes with very similar treatment efficiency independent of the initial dye concentration.

  As for the byproducts produced during the degradation of anthraquinone dyes, previous studies developed by Fanchiang et al.29 identified the formation of phthalic acids, aldehydes, 1,3-indanone and nitrogen containing compounds. In general, these compounds present structures that are easier to break than the original anthraquinone dye, which eases natural degradation. Further studies to precisely identify the compounds formed in the blue indanthrene degradation are required but, unless recombination is identified, the byproducts formed are expected to be of lower molecular weight and easier to degrade.

  These results indicate the photoelectrochemical system developed in this study is potentially capable of treating systems with a wide range of concentration of dyes which is a very important factor in industrial applications once these do not necessarily present the same dye concentration at all times. However, they depend on the same treatment efficiency to constantly be in accordance to legislation.

  Thus, the system represents a promising industrial applicability although it also presents a limited work range and should always be maintained inside the workable gap. However, in various situations, the system is capable of degrading the electrode and causing different amounts of flocculation, which would represent a secondary form of pollution and increasing costs. Further study could be developed in order to analyze and enhance the system stability providing a wider work range.
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    Mosquitos são responsáveis pela transmissão de várias doenças causadas por vírus, parasitas e helmintos. Considerando o custo e a complexidade do tratamento dessas doenças, o uso de repelentes para proteção contra mosquitos vetores se torna uma alternativa interessante. Nesse contexto, no presente trabalho foram feitos estudos por ancoramento e dinâmica molecular (DM) de potenciais ligantes da proteína odorante do mosquito Anopheles gambiae (AgOBP1), o principal vetor da malária. Os modos de ligação na AgOBP1 de moléculas com conhecida atividade atrativa e dos principais componentes do óleo do cravo da índia (Syzygium aromaticum), com potencial atividade repelente, foram comparados com o conhecido repelente N,N-dietil-3-metilbenzamida (DEET). Os resultados sugerem que o acetato de eugenila é um repelente melhor do que o DEET e também revelam as principais características do sítio de ligação da AgOBP1 importantes para o planejamento de novos e mais eficientes repelentes.

  

   

  
    Mosquitoes are responsible for conveying various diseases caused by viruses, parasites and helminthes. Considering the cost and complexity of the treatment of these diseases, the use of repellents for protection from the mosquito vectors becomes an interesting alternative. In the present work, docking and molecular dynamics (MD) studies were performed on potential ligands to the odorant binding protein of the mosquito Anopheles gambiae (AgOBP1), the main vector of malaria. The binding modes on AgOBP1 of molecules with known attractive activities and the main components of the oil of indian clove (Syzygium aromaticum) with potential repellent activities were compared to the known repellent N,N-diethyl-3-methylbenzamide (DEET). Results suggest the eugenyl acetate as a better repellent than DEET and also reveal the main features of the binding site of AgOBP1 important to the design of new and more efficient repellents.

    Keywords: repellent activity, docking studies, molecular dynamic studies, DEET, eugenyl acetate

  

   

   

  Introduction

  The action of the local bacterial flora in human skin promotes the release of a cloud of odors promptly detected and discriminated by mosquitoes.1-10 The molecules in the cloud penetrate in their cuticular pores and are captured by the olfactory binding proteins (OBP). Next, these molecules are transported to the olfactory receptor neurons (ORN), located in the dendritic membranes at the antenna sensory bristles, driving the mosquito's attention to the potential meal.3,9,11-14 Studies by Biessmann et al.11 have proved the importance of OBP for smell recognition in the search for food, in mating and other activities.3,12,14 Among the 60 types of OBP coded in the A. gambiae genoma, the Anopheles gambiae odorant binding protein (AgOBP1) was found in higher levels in the antennas of females when compared to males and its levels were observed to reduce when the females feed on blood.14 

  Despite not having its mechanism of action well elucidated yet, N,N-diethyl-3-methylbenzamide (DEET) is the main repellent in use today against A. gambiae2,3,4,6,15.Tsitsanou et al.14 suggested that this molecule targets AgOBP1, blocking the binding site of the attractive molecules, and published the 3D structure of the AgOBP1-DEET complex as the first example of a repellent recognized by an OBP. This achievement should give a significant impulse to the drug design of new repellents as it provides the first known target.

  Mosquito repellence is one important pharmacological activity that has been recently reported for the indian clove (Syzygium aromaticum) oil. Products containing the clove oil in concentrations of 10 or 20% plus 10% of makaen (Limonella zanthoxylum) presented repellence against Aedes aegypti and Culex quinquefasciatus.16 There is still no proposed mechanism to explain the repelency observed for the components of the indian clove oil but our group believes that these molecules are also able to bind to the AgOBP1 binding site in the same way as DEET. So, docking and molecular dynamics (MD) techniques were employed to study the interactions between DEET and AgOBP1 and to compare them to the interactions of this OBP with attractive molecules such as lactic acid, 1-octen3-ol and indole11 and the majoritary components of the indian clove oil: eugenol, eugenyl acetate, α-humulene and β-caryophyllene3,17-21 (Figure 1). Our results suggest that the repellent molecules have greater affinities for the binding site of AgOBP1 than the attractive ones and that eugenyl acetate is able to bind more efficiently to AgOBP1 than DEET. The main features of the AgOBP1 binding site essential for the design of more effective repellents were also reported.
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  Methodology

  Docking studies

  To perform the calculations in the present work, it was used the dimmeric 3D structure of AgOBP1, complexed with DEET and PEG (a 5 unit polyethylene glycol molecule) with resolution of 1.6 Å, available in the Protein Data Bank (PDB)14 under the code 3N7H. This crystal structure presents one DEET molecule anchored in each subunit at sites located near the interface between the two monomers.

  The 3D structures of each compound in Figure 1 were built using the PC Spartan 08® program,22 and their partial atomic charges were calculated by the RM1 semi-empirical method.23 The compounds were docked inside the AgOBP1 binding sites using the Molegro Virtual Docker (MVD)® program.24 

  Dockings were done in the two monomers because studies suggest that DEET binds more favorably in the dimeric form of AgOBP1 since it has been found that a monomer-dimer equilibrium exists in solution and it is possible that the protein dimer is the molecular target of DEET under physiological conditions.13,14 The binding site was restricted to a sphere with a radius of 6 Å around DEET. The ligands and the side chains of 53 additional amino acid residues on the binding site were set to be flexible throughout the dockings. In order to validate the docking protocol used, it was firstly performed the re-docking of DEET on its crystallographic structure.

  Due to the stochastic nature of the docking algorithm, about 10 runs were performed for each compound. In each run, 30 poses (conformation and orientation of the ligand) were returned for the analysis of the overlap with DEET in the binding site of the 3D structure of AgOBP1. The best pose of each compound was selected for the further steps of MD simulation.

  MD simulations

  In order to check the docking results, the best conformation of each AgOBP1-ligand complex, obtained from the docking studies, was chosen to run MD simulations. However, before this, it was necessary to parameterize the ligands, so they could be recognized by the force field GROMOS96 from the Gromacs program.25 The parameterization was carried out in the Dundee PRODRG Server26 and the charge distributions were calculated by the ChelpG method using the Gaussian® program27 with the B3LYP functional and the 6-31G(d,p) basis function. This procedure was already successfully adopted in a former work of our group and in other works in the literature.28-35 The AgOBP1-ligand complexes were simulated using the GROMACS 4.0 package25 in cubic boxes of approximately 8,214 nm3 containing about 17,000 water molecules. These systems were minimized using the force field GROMOS96.25 The minimization algorithms used were steepest descent with position restrained (PR) of the ligands and convergence criterion of 100.00 kcal mol–1 Å–1, followed by steepest descent without PR, conjugate gradients and finally, quasi Newton Raphson until an energy of 1.00 kcal mol–1 Å–1. The minimized complexes were then submitted to MD simulations in two steps. Initially, it was performed 500 ps of MD at 300 K with PR for the entire system, except the water molecules, in order to ensure a balance of the solvent molecules around the residues of the protein. Subsequently, 20 ns of MD at 300 K without restriction, using 2 fs of integration time and a cutoff of 10 Å for long distance interactions, were performed. A total of 1,000 conformations were obtained during each simulation. In this step, the lists of pairs (pair lists) were updated every 500 steps, all Arg and Lys residues were assigned with positive charges, and the residues Glu and Asp were assigned with negative charges.

  The VMD36 and Swiss-Pdbviewer24 programs were used to analyze the structures generated after the optimization and MD steps. Plots of variation of total energy, distance, the variation of the Random mean square deviation (RMSD) and H-bonds formed during the MD simulation were generated with the Origin program.37 Qualitative spatial RMSD pictures were generated with MolMol molecular graphics program38 and the figures of the frames of MD simulations were generated with PyMOL program.39 

   

  Results and Discussion

  Docking studies

  Tsitsanou et al.14 reported the crystal structure of AgOBP1 complexed with DEET. Their results suggest that, despite the extensive hydrophobic tunnel connecting the two monomers, DEET has affinity to the marginal region of the tunnel, binding in a site at the interface of the two monomers formed by residues from helix 4, 5 and 6 and some additional residues from the other monomer (Table 1). Our docking studies were directed to this pocket, Tsitsanou et al.14 reported that DEET performs 57 van der Walls interactions, besides interactions with Gly92, Cys95 and Trp114, mediated by H-bonds with water molecules.
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  In our studies, the molecules in Figure 1 were docked in the binding sites of DEET reported by Tsitsanou et al.14 The best poses in each monomer were selected according to the criteria of lower docking energy (intermolecular/ electrostatic and H-bond) and best superposition with the crystallographic structure of DEET, in order to obtain a better comprehension of the differences on the binding modes of each molecule and the factors responsible for the affinity to the enzyme and, consequently, the molecular recognition.

  RMSD values of 0.4466 and 0.4903 Å, respectively, were observed in our re-docking results and the overlaps to the 3D structures of DEET are shown in Figure 2. This RMSD values validate our docking methodology, considering that literature reports a RMSD value up to 2.00 Å as acceptable.40-42 Figures 3 and 4 illustrate the superpositions of the best poses obtained for the attractive and repellent molecules, respectively. It was possible to observe that all these molecules overlap DEET, competing for its binding site, as they adopt similar conformations and interact with the same residues. These conformations were selected for the additional MD simulation studies.
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  The docking results (Table 2) suggest that eugenyl acetate presents a greater affinity to AgOBP1 than DEET, with energies of interaction in each monomer of −111.63 and −117.29 kcal mol-1, respectively. It also forms H-bonds with Arg94 and a water molecule (Figure 5 and Table 2). DEET presented energies of interaction of −107.66 and −109.51 kcal mol-1, respectively, and established H-bond only with a water molecule (Figure 5 and Table 2).
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  Eugenol, the main component present in the indian clove (S. aromaticum) oil (and likely the component responsible for its pharmacological activities), presented better docking results than the other attractive compounds studied (indole, 1-octen-3-ol and lactic acid) with interaction energies of -95.14 and -94.04 kcal mol-1, respectively (Table 2).

  Among the compounds with confirmed or potential repellency capacity, β-caryophyllene and α-humulene presented the worst docking results with no H-bonds neither with amino acid residues nor with water molecules. However, these compounds presented energy values similar to 1-octen-3-ol and better than indole and lactic acid. This suggests that they are probably exploring the non-polar interactions inside the hydrophobic tunnel involving the binding sites of AgOBP1.

  Among the attractive compounds, 1-octen-3-ol presented the best energy values (-81.95 and -84.17 kcal mol–1), interacting with residues His77, Lys93 and Arg94, followed by indole (-73.99 and -75.07 kcal mol–1) that interacted with Leu73 (Figure 5).

  Lactic acid, despite being an important attractive, presented the worst docking energy results (−48.86 and −48.08 kcal mol–1) but was capable of establishing interactions with Leu73, Ala88, Trp114 and a water molecule (Figure 6).
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  Despite having attractive activities allegedly based on interactions with AgOBP1, lactic acid, 1-octen-3-ol and indole presented energy values inferior to most of the repellent compounds. This result suggests that AgOBP1 could have more affinity to the repellent molecules than the attractive ones. That led us to propose that the mechanism of repellency is based on the ability of the repellent to block the binding of the attractive molecules to AgOBP1.

  Our docking studies also suggest that DEET derivatives with potential repellent activity should present one aromatic ring, like DEET, with longer ramifications in order to explore the possible non polar interactions with the extense hydrophobic tunnel. These ramifications should also have polar groups to explore potential H-bonds with residues of the binding site, improving, therefore, the affinity to AgOBP1.

  Molecular dynamics studies

  After the docking studies, the best poses of the molecules were submited to 20 ns of MD simulations in order to check if these compounds would be estabilized in the pockets, via the interactions predicted by the docking studies, and search for new potential interactions. Besides, it was also searched for more information on the hydrophobic tunnel conecting the two monomers in order to better understand the DEET binding sites of AgOBP1 and propose structures of DEET analogues as new potential repellents. The plots of total energy (data not shown) during the simulations showed that the energy tends to estabilize in the first picoseconds of simulation for all systems studied.

  Temporal RMSD calculations were performed on all the atoms of each complex (protein and ligand) to 1,000 frames at every 20 ps, during the 20,000 ps of simulation. Considering that the complexes could fluctuate in the box, each frame was aligned by the least squares method to the first one for the calculation of the standard deviation. In Figures 7 and 8, it can be observed the equilibrations of the systems formed by AgOBP1 and the attractive and repellent molecules, respectively. It is possible to observe the equilibrium around the first ps of simulation. This behavior was common to all simulations, with deviations never exceeding 0.30 nm (3.0 Å) and 0.15 nm (1.5 Å) for protein and ligand, respectively, except for eugenol that presented more fluctuations during the first ps of simulations (even superior to AgOBP1) with a RMSD of 0.35 nm until 10,000 ps and, then, 0.45 nm until the end of the simulation time.
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  The temporal RMSD results suggest that the compounds accommodate well inside the binding sites during the MD simulations, showing stabilization of the systems and confirming the results obtained by the total energy calculations previously described. The spatial RMSD for each amino acid was also calculated, as illustrated in Figure 9 for the system AgOBP1/eugenyl acetate. It provides a qualitative and quantitative view of all regions of the protein during the dynamics. It can be observed that the regions that most fluctuated throughout the MD simulations (larger values of RMSD and major thickening of the tubes in Figure 9) correspond to the C and N-terminal extremities and the regions of loops. Moreover, the residues in the binding sites, the α-helices and β-sheets presented lower fluctuations, revealing to be the more stable regions, as expected. This behavior was common to all systems simulated.
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  The docking studies suggest that eugenyl acetate is able to form H-bonds with Arg94 and a water molecule. During the MD simulation, however, this compound H-bonded to Trp114 instead and also formed H-bond with a water molecule, but this H-bond did not remain stable during the 20 ns of simulation. The frames of eugenyl acetate selected during the simulations (Figure 10) show that this compound stays stable in the binding site of AgOBP1, interacting with Trp114. Additionally, it was observed that its carbonyl group interacted with Leu73 instead of Arg94. These interactions were observed in both monomers and probably contribute more to the stabilization and permanence of eugenyl acetate in the binding site, justifying the better energy values found in the docking studies.
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  Regarding DEET, the MD simulations showed the formation of an H-bond with residue Trp114 from 10.0 ns of simulation on. This interaction was not observed in the docking studies. In the same way as eugenyl acetate, an H-bond was also observed with a water molecule during the simulation but this interaction was also not stable throughout the simulation time. The frames of DEET collected during the simulation (data not shown) also showed that this compound remained stable in the binding sites of both monomers.

  The MD results observed for eugenyl acetate and DEET were analogues to the results found for lactic acid, in which it was also observed an H-Bond with Trp114 and an unstable H-Bond with a water molecule. However, the docking energy values for lactic acid were much inferior than for DEET and eugenyl acetate (Table 2). Based on these results, it can be suggested that the best affinites of eugenyl acetate and DEET for the binding sites of AgOBP1 are due to non polar interactions, as suggested before by the docking studies.

  Regarding eugenol, the MD results showed that this was the compound that forms more H-bonds with AgOBP1. It was possible to observe up to 4 H-bonds with the prevalence of 1 to 3, since the beginning of the simulation, involving the residues Leu73 (also suggested in the docking studies), His77 and Lys93. The H-Bond with the water molecule, suggested in the docking studies, was also observed in the MD simulation.

  The formation of more H-bonds between eugenol and the binding sites of AgOBP1 is probably due to the bigger mobility of this compound shown in the plot of temporal RSMD in Figure 7. This can be explained by the approximation to residues Leu73, His77 and Lys93, as can be seen in the plots of the distances between the mass centers of eugenol and these residues in Figure 11.
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  The attractive molecules 1-octen-3-ol and indole established an average of one H-Bond with AgOBP1 during the simulated time. According to the docking studies, 1-octen-3-ol interacts with His77, Lys93 and Arg94. The MD simulations confirmed interactions with His77 and Lys93 but interactions with His77 were observed only at the end of the simulated time. Results for indole showed that the interaction with Leu73, suggested in the docking studies, was not observed. However, this molecule was able to interact with Trp114 after 10.0 ns of simulation. Additionally, the MD simulations also showed that 1-octen3-ol and indole were able to establish interactions with water molecules.

   

  Conclusion

  The studies developed in the present work allowed us to identify important features of the binding sites of AgOBP1 complexed with both attractive and repellent molecules, making it possible to observe the fundamental residues for an effective interaction with this protein.

  The analysis of the docking results showed that all the studied compounds compete for the DEET binding site in both monomers, interacting with the same residues. Among the compounds with potential repellency, eugenyl acetate presented the best affinity to AgOBP1, even better than the DEET, the compound with the best repellency results reported in the literature.16 Eugenol also looked promissing, considering that it presented the best results among the attractive compounds studied.

  The MD simulations corroborated the docking results, showing that these compounds bind independently in both monomers, remaining anchored and estabilized during the 20.0 ns of simulation.

  Our studies also reveal that new repellent derivatives from DEET should present longer ramifications on the aromatic ring in order to explore non polar interactions inside the extense hydrophobic tunnel connecting the two monomers. These ramifications should also contain polar groups to explore potential H-bonds with polar residues like Leu73. Another important residue that contributed to the stability of the ligands was Trp114. This residue interacted with all of the studied compounds except eugenol and 1-octen-3-ol. These compounds, however, were able to interact with His77 and Lys93, two other important residues that should be considered further in the drug design of new ligands for AgOBP1.

   

  Supplementary Information

  Supplementary information (the coordinates of the best poses of each compound studied inside AgOBP1) is available free of charge at http://jbcs.sbq.org.br as PDF file.
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    Illustrations of the best poses of each ligant inside AgOBP1
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    Neste trabalho foi proposto um procedimento para a extração do herbicida atrazina (AT) e dos principais metabólitos desetil-atrazina (DEA) e desisopropil-atrazina (DIA) de uma amostra de latossolo vermelho proveniente da região sudoeste do estado do Paraná no Brasil, onde a AT está entre os herbicidas mais amplamente utilizados. Foi conduzida uma comparação usando extração por agitação e por ultrassom, sendo obtido um procedimento de extração simples e rápido, seguido pela quantificação por cromatografia em fase líquida de alta eficiência. Cabe ressaltar que foi utilizado um estudo por planejamento fatorial, o qual foi decisivo para determinar as melhores condições de extração por agitação. Foram obtidos percentuais de recuperação e desvios padrão relativos adequados, para amostras de solo de três diferentes profundidades, o que sugere a possibilidade de empregar o método de extração proposto para a quantificação de AT, DEA e DIA em amostras de latossolo vermelho.

  

   

  
    An optimization procedure for the extraction of the herbicide atrazine (AT), and the main degradation products deethylatrazine (DEA) and deisopropylatrazine (DIA) from an oxisol soil sample was carried out, for a soil from the Southwest of Paraná State in Brazil, where AT is among the most largely employed herbicide. A comparison between shaking and ultrasound extraction was performed, to define a simple and fast extraction procedure, followed by the quantification using high performance liquid chromatography. It is important to inform that a factorial planning was employed, that was very important to define the best conditions of extraction by shaking. Appropriate recovery values were observed using soil samples from three different depths, as well as the relative standard deviation, suggesting the possibility to employ the proposed extraction method for quantification of AT, DEA and DIA in oxisol samples.

    Keywords: triazines, degradation products, oxisol, HPLC

  

   

   

  Introduction

  Nowadays, triazines are the most commercialized herbicides worldwide. In Brazil, atrazine (AT, 2-chloro-4-(ethylamino)-6-(isopropylamino)-s-triazine) is one of the most largely used herbicides, mainly in corn, cotton and sugar-cane cultures. According to Martinazzo et al.,1 between 2009 and 2010, an estimate of 9,750 ton of AT was utilized in Brazil, considering the lowest recommended dose of 0.75 kg ha−1. Because of this intense use and the physicochemical properties, AT may be a potential contaminant of soils as well as surface and groundwaters. Furthermore, the mineral and organic matter composition of the soils is a relevant aspect related to the retention in soils and consequently the surface and groundwater contamination, being reported that the organic matter has a key role in the sorption of AT in soils.2-4 In spite of this, AT and the metabolites, deethylatrazine (DEA, 2-amino-4-chloro-6-isopropylamino-s-triazine), deisopropylatrazine (DIA, 2-amino-4-chloro-6-ethylamino-s-triazine) and hydroxyatrazine (HA, 2-hydroxy-4-ethylamino-6-isopropylamino-s-triazine), have been detected in surface and groundwaters.5 HA presents lower mobility in soils in comparison with DEA and DIA, and for this reason greater attention has been given to these two metabolites and the parent herbicide.6-9 According to Potter et al.,6 the monitoring of shallow groundwater in four corn crops in Florida State, USA showed that DEA, DIA and the parent herbicide are the main residues, with DEA accounting for more than half of all residues in most samples. Because of the great importance of this subject, regression models were developed to evaluate groundwater in agricultural areas of USA for AT and DEA, using 1298 wells and explanatory variables related to the source of AT and other aspects of transport and fate of these contaminants in the subsurface.10 Thus, based on the excessive use, and the lixiviation process of AT, DEA and DIA, the prevention and knowledge of leaching process based on the soil characteristics and the correct application are essential, in order to minimize the groundwater contamination. Therefore the understanding of the sorption behavior in soils is a fundamental aspect for the foresight of the organic pollutant release,11 which requires appropriate and validated extraction and quantification methods.

  The technique of gas chromatography (GC) may be employed for triazine determination in soils, providing small limits of quantification.12 Nevertheless, the determination of the more polar and low-volatility compounds such as hydroxylated triazines, involves a derivatization step, and the soil extracts commonly are in aqueous medium. For these reasons, high performance liquid chromatography (HPLC) has been the analytical technique most largely employed for triazines determination in soils.1-3,5,8,11,13-17

  The quality of the analytical data is mostly dependent on the sample preparation, especially for the procedures of extraction and cleanup,18 and as a result, this is a critical step for the determination of any contaminant in soil samples. For that reason, several different approaches have been proposed for the extraction and cleanup of triazines in soils. A traditional and low cost method that can be used for triazine extraction from soils is soxhlet, that yields efficient extraction, but it is a time and solvent consuming method.12,19 Because of this, green extraction methods have been proposed, including ultrasonic solvent extraction (USE),14,19 microwave assisted extraction (MAE),15,16 supercritical fluid extraction (SFE),20 extraction of the analytes after the shaking of the sample in the presence of an appropriate solvent, followed by solid phase extraction (SPE),17 headspace solid-phase microextraction (HS-SPME),21 pressurized liquid extraction (PLE),1,12,13,22 besides the development of other miniaturized methods as reported in the literature.14 These methods usually present appropriate results, however some authors have used a less expensive extraction method, based on a simple shaking with solvents of adequate polarity like acetonitrile or methanol and water, providing acceptable recovery values for the extraction of triazine herbicides from soils;5,8,19 nevertheless, the extraction time is often a drawback, for instance, Mahía et al.,5 and Delgado-Moreno et al.,19 employed 24 h as extraction time. As a result, chemometric studies have been used in order to save time and improve the correlation of the different factors involved in the extraction step for triazines and other pesticides.19,20,23

  Although the sorption of atrazine DEA and DIA is moderate in soils, the organic matter (OM) seems to be the main factor influencing the mobility of triazines,3,11 and not only the OM content, but also its composition plays an important role in the atrazine sorption in soils.24 Atrazine can be mineralized by biological activity or immobilized by physicochemical processes, generating non-extractable residues;5,22 therefore, the conventional extraction methods for quantification of atrazine in soils may be inappropriate.5 As a result, the extraction method may be considered the most relevant step for quantification of atrazine and other triazines in soils; hence, it is of prime importance the optimization of the extraction parameters.23 The purpose of the present study was to investigate the best conditions for the extraction of AT, DEA and DIA from an oxisol sample, rich in clay fraction and organic matter, using a simple and low cost method optimized by a 23 factorial design. The soil under examination is from an important agricultural area in Pato Branco City, Paraná State, Brazil, and no studies about extraction methods of atrazine and these relevant degradation products were made for the oxisol samples, until this moment. Moreover, this study will be valid in the near future for an evaluation concerning the behavior of atrazine and the possible evolution of DEA and DIA in this important class of soil from a maize crop.

   

  Experimental

  Materials, equipments and reagents

  The analytical standard of the herbicide AT was supplied by Sigma-Aldrich (98.9%) and the degradation products DEA (95.5%) and DIA (97.0%) were acquired from Dr. Ehrenstorfer GmbH. The stock solutions of each compound were prepared in methanol at 1000 mg L−1 and stored in a freezer (−18 ºC). Table 1 shows the structures of the compounds, as well as some physicochemical properties. Methanol and acetonitrile (HPLC grade) were supplied by Carlo Erba. The water used in all experiments was obtained by reverse osmosis system, model Q842-210, from Quimis, followed by purification using the equipment model Simplicity UV, from Millipore, equipped with an UV lamp, in order to obtain ultrapure water (resistivity of 18 MW cm). A Hanna potentiometer, model pH 21 coupled to an Ag/AgCl combined glass electrode was used to measure all the pH values. The additional reagents employed in the present work were of analytical grade and supplied by Merck, Carlo Erba, J.T. Baker or similar quality. All glassware was initially kept for 24 h in 2.5% (v/v) alkaline detergent solution (Detertec) and then washed with water from reverse osmosis, ultrapure water and dried in a dust free environment. An ultrasound bath (Unique), with frequency of 25 kHz and 135 W of power was employed, as well as an orbital shaker from Evlab (Standard EV07), at 70 rpm for the shaking extractions.
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  HPLC and chromatographic conditions

  An HPLC equipment from Varian (920-LC) coupled to a photodiode array detector (CP225) was employed, and the acquisition of the signals was made in 220 nm using the software Galaxie version 1.9. A volume of 25 mL was employed in all determinations by using an automatic injector. An octadecylsilane (C18) column, ACE (5 μm, 4.6 mm × 100 mm) was used, connected to a C18 guard column, ACE (5 μm, 4.6 mm). The mobile phase previously filtered in 0.45 mm PTFE membrane (Millipore) was constituted of deionized water (60%) and acetonitrile (40%) using isocratic mode, at a flow rate of 1.0 mL min−1 and degassed just before the use in the HPLC system. The analytical curves were obtained with five standards, containing AT, DEA and DIA between the concentrations of 5.00 and 1000 mg L−1. All the samples were filtered through disposable 0.45 mm PTFE membrane from Millipore, with 25 mm of diameter, before the HPLC analysis.

  Soil sample

  The soil sample, classified as oxisol, was collected in an experimental area of Instituto Agronômico do Paraná (IAPAR) in Pato Branco City located in the Southwest of the Paraná State, Brazil, 430 km distant from the capital, Curitiba. This experimental area has no history of herbicides or other chemical applications, but the soil sample is representative of the agricultural region, mainly maize crop. The samples were collected at depths of 0-10, 10-30 and 30-50 cm from ten different points in an area of one hectare, and mixed to compose a single sample, for each depth. The sample was air-dried for three days, gently ground to pass through a 2 mm sieve and stored in a desiccator to be employed in the experiments. A previous characterization of the sample was made, based on the traditional methods. The pipette method was used for the determination of the clay, silt and sand content. The percentage of organic matter was determined by the Walkley-Black method, while the carbon content was determined by the combustion method using the equipment from Perkin Elmer, model 2400 CHN. The cation exchange capacity (CEC) was determined based on the Al3+, Ca2+, and Mg2+ contents, extracted by a 1.0 mol L−1 KCl solution. The main results of the characteristics of this soil are shown in Table 2.
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  Extraction procedure

  A mass of 2.0 g (± 0.1 mg) of the soil was weighted in 25 mL glass flasks. One milliliter of a solution containing AT, DEA and DIA was added in order to obtain a content of 2.50 mg kg−1 for each analyte, being the slurry homogenized and maintained for 72 h until dry. A preliminary experiment was made for a comparative study between shaking extraction (SE) and ultrasonic extraction (UE), using 3.0 mL of an extraction solvent composed of 80% acetonitrile and 20% ultrapure water for both methods. For SE the samples were kept under shaking with the extracting solution for 1 h at 70 rpm, the suspensions were centrifuged and the supernatant phases reserved. This step was carried out three times, and the respective supernatant phases were combined. For UE the samples were sonicated for 10, 20 and 30 min, centrifuged and the supernatants combined similarly as for SE. The extracts were transferred to 10.0 mL volumetric flasks, filtered using 0.45 mm PTFE membranes and diluted with ultrapure water (1:1, v/v) before the HPLC determination. Besides the blank experiment, a test consisting of AT, DEA and DIA at concentrations of 5.00 μg L−1 each one, and other test using the same three compounds at concentrations of 10.00 μg L−1 each one were made, in the presence of the soil extract, and the determinations were carried out by HPLC.

  A second set of experiments was done using only SE, since better recoveries were verified with this method of extraction. In these experiments, the same mass of soil from each depth was mixed to obtain one sample, and 2.0 g (± 0.1 mg) of this soil sample used for SE. Three factors were evaluated using a 23 factorial design: (i) time of shaking 30, 60 and 90 min; (ii) number of extractions one, two and three extractions and (iii) the composition of the extracting solution acetonitrile:water (ACN:water) 60:40, 80:20 and pure ACN. The experiments were done in duplicate, except the central point (two extractions, 60 min and ACN:water 80:20) made in triplicate. After the establishment of the best extraction conditions based on the recovery values, two replicates (n = 5) were carried out using 2.0 g (± 0.1 mg) of the same soil sample, previously spiked with AT, DEA and DIA at 2500 mg kg−1. The same extraction process was performed, but using AT, DIA and DEA at 500, 2000 and 5000 mg kg−1 (n = 3).

  Finally, additional experiments were made using similar conditions, but the flasks were kept in the dark in a refrigerator at 4 ºC for 15, 30, 45 and 60 days, and then the optimized extraction procedure was employed. Blank experiments were done in parallel for each extraction time.

   

  Results and Discussion

  HPLC quantification

  The mobile phase composed of acetonitrile:water (40:60) provided the determination of DIA, DEA and AT using the isocratic mode at a flow rate of 1.0 mL min−1. This condition with the C18 column that was employed, allowed short chromatographic runs with retention times (min) of 1.61 (DIA), 2.01 (DEA) and 5.35 (AT). These low retention times for DIA and DEA are due to their high polarity with low log KOW values (Table 1), but appropriate resolution between the DIA and DEA peaks was obtained, that was a condition suitable to save solvent and time in comparison with the literature,5,13,27 including the DEA and DIA determination. The retention times were comparable with the literature,17 that obtained near 5.4 min for the elution of AT, but using ultra high performance liquid chromatography and gradient elution. The analytical curves for a concentration range between 5.00 and 1000 mg L−1, showed r values higher than 0.9990 in different days of work, and slope values (L mg−1) of 2.8 × 10−3 (DEA), 3.2 × 10−3 (AT) and 3.7 × 10−3 (DIA). The approximate limit of detection (LOD) was 0.5 mg L−1 (DIA and DEA), and 0.9 mg L−1 (AT), while for the limit of quantification (LOQ) the values of 1.6 mg L−1 (DIA and DEA) and 2.9 mg L−1 (AT), were observed. In spite of the low concentration of 5.00 mg L−1, considering the use of photodiode array detector, it is important to notice that a maximum relative standard deviation (RSD) value of the peak areas (interday) for this concentration was 16% (AT), suggesting this value as the LOQ. Figure 1 shows the chromatograms of the soil extracts spiked with 5.00 and 10.00 mg L−1 of each analyte, and the blank test.
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  The spike of the soil extracts was made in order to verify the possibility to quantify low concentrations of the analytes that is limited by the analytical technique. According to Figure 1, one can infer that the quantification of AT, DIA and DEA is feasible in concentrations higher than 5.00 mg L−1 and no clean up was necessary, based on the blank test. It is important to notice that one kind of sample was studied (oxisol from Pato Branco City), but several experiments were made, in order to conclude that no clean up would be required. This is consistent with the behavior of the baseline, in spite of the relatively high organic matter content, between 3.4 and 4.2% (Table 2), that probably is responsible by the two peaks in tR of approximately 2.5 and 3.1 min, which were always present in the blank extracts. Therefore it was adopted the LOQ value of 5.00 mg L−1, since this concentration yields low RSD of the peak areas, and also is in good agreement with the values usually reported in the literature.2,27 Consequently, based on the mass of soil and in the steps of extraction and dilution, the LOQ in the soil sample was estimated at 50 mg kg−1.

  Comparison between shaking extraction (SE) and ultrasonic extraction (UE)

  A preliminary experiment was made in order to compare the shaking extraction (SE) and ultrasonic extraction (UE). It was used the content of 2500 mg kg−1 of each analyte and the composition of the extracting solution of 80% acetonitrile and 20% ultrapure water, and the recovery results are shown in Figure 2.

  
    

    [image: Figure 2. Recovery results]

  

  According to Figure 2, higher percent recoveries were verified by using SE in comparison with UE for all experiments. Results between 68.2% for AT (10-30 cm) and 95.5% for DEA (0-10 cm) were observed for SE, whereas for UE, the percent recoveries were from 45.8% for AT (10-30 cm) and 84.4% for DEA (0-10 cm). Atrazine presented the lower recovery for the three depths, not only for SE, but also for UE, probably due to its lower solubility in water and higher log KOW in comparison with DEA and DIA (Table 1). Because of the high organic matter (OM) content, even for the layers of 10-30 and 30-50 cm, a higher interaction between AT and the organic matter could occur, explaining the lower recoveries, in spite of the great acetonitrile percent in the extracting solution. On the contrary, Delgado-Moreno et al.,19 employing methanol for extraction of four different triazines in soils, accomplished recoveries between 75 and 85% for SE and from 87 to 107% for UE, in both cases under the optimized conditions. In this work the clay content (34%) and OM content (2.2%) are relatively lower in comparison with the present study (Table 2) that could be a factor related to the better recovery values, due to the relevant role of clay and OM in the sorption process of triazine herbicides.2,3,24 Wu et al.,14 carried out a study using ultrasound for the extraction of five different triazines from two soil samples, and the authors reported recovery values from 82.6 to 92.0%, suggesting an appropriate extraction method. In addition, the ultrasonic frequency and the power of ultrasound are two important parameters for this kind of extraction.28 Wu et al.,14 used 40 kHz and 80 W for frequency and power, respectively; and Delgado-Moreno et al.,19 employed 200 W for power (frequency not mentioned), and state that ultrasonic extractions are more vigorous system in comparison with shaking providing higher recoveries. Notwithstanding, in the present study SE was more effective than UE, perhaps due to the values of 25 kHz and 135 W that were employed; although common ultrasonic baths have been used for extractions of different analytes.29 Nevertheless, according to Santos and Capelo,28 this kind of extraction is not appropriate for analytical applications, yielding between 1 and 5 W cm−2 of irradiation power, and for this reason suitable probes have been proposed. It is important to have in mind, that these authors consider the ability of the method to promote the total extraction and not only the extraction of the bioavailable fraction. Based on the recovery results (Figure 2) the SE was chosen for the determination of the best conditions for extraction.

  Optimization of the shaking extraction (SE)

  In order to determine the best conditions for SE, a 23 factorial design was carried out. The time of shaking, the number of extractions and the composition of the extracting solution were evaluated. Figure 3 shows the geometric interpretation of the factorial design.
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  According to Figure 3, AT showed the lowest recovery values in the most part of the experiments, whereas DEA was the compound more easily extracted. Considering a 95% confidence level, the central point exhibited recovery values of 62 ± 3 (AT), 93 ± 9 (DEA) and 98 ± 8% (DIA). The use of three extractions presented the better results as expected, since the higher the number of extractions the better the recovery. As can be seen in Figure 3, different solvent compositions could be utilized for DIA and DEA, with satisfactory results, while for AT the best condition was with pure acetonitrile. Although higher times of extraction would be expected, the factorial design shown as result, the unexpected time of 30 min that is an attractive aspect, saving time of analysis. Briefly, the best extraction conditions were: three extractions, pure acetonitrile and 30 min of shaking. It must be kept in mind that the investigated conditions for the factorial design (time of extraction, ratio between acetonitrile and water and number of extractions) were based on the previous experiment, comparative between SE and UE. The composition of the solvent mixture was adopted based on the HPLC conditions that made use of 40:60 ACN:water. Furthermore, the literature suggests the use of extracting solutions based on acetonitrile and water or methanol and water in different ratios.18,23 Mahía et al.,5 reported the use of methanol:water (70:30) for the extraction of AT, DIA, DEA and HA from soils with different characteristics. The authors did not present the recovery values, but a long time of 24 h was used as shaking time. Also using 24 h of shaking, Delgado-Moreno et al.,19 showed recoveries between 75 and 85% for terbuthylazine, prometryn, simazine and cyanazine, using pure methanol. On the other hand, Kleinschmitt et al.,30 employed 24 h as extraction time using pure methanol and verified between 30 and 35% of recovery for AT. Kookana et al.,8 used ACN:water (90:10) and shaking extraction (2 h) for AT, from different soil samples, and showed recovery of 106%. Barchanska et al.,17 reported an extraction study employing a mixture of 0.1 mol L−1 ACN:HCl (90:10), using only 30 min of shaking, before the use of SPE preconcentration. By means of this optimized solvent composition, the recovery of AT, DIA and DEA was 90, 78 and 60% respectively. Although no methanol was employed in the present study, these previous results from the literature suggest acetonitrile as the most appropriate solvent for the best recovery of triazines herbicides from soils, with lower time of extraction. Nevertheless, different factors may influence the extraction performance, especially organic matter and clay content that justify the importance of the previous determination of the better extraction parameters. Based on the best conditions of extraction, the results of 108 (AT), 102 (DIA) and 99% (DEA) indicated an adequate accuracy for the total extraction of these compounds. It is important to notice, that the factorial design was an important tool to define the best conditions of extraction, especially the contact time of 30 min, justifying its use in this kind of study.

  Application of the method

  The average values obtained in the best conditions for the extraction, presented in Figure 3 were carried out in duplicate. Thus, two different replicates (n = 5, 95% confidence level), using the optimized conditions were performed in different days by two analysts, and the following recovery values (%) were achieved: (i) AT = 99 ± 9, DIA = 111 ± 4, DEA = 94 ± 4 and (ii) AT = 98 ± 8, DIA = 105 ± 6, DEA = 96 ± 4. These results corroborate the accuracy, and demonstrate acceptable RSD, maximum value of 9.1% for AT. It suggests that the condition of extraction here employed is able to determine the total fraction of AT, DIA and DEA in this kind of soil, or at least the fraction with higher mobility. Nevertheless, this supposition has to be evaluated with caution, since no additional comparative experiments were performed.

  After that, a recovery study was made with different AT, DEA and DIA contents, according to the results shown in Table 3.
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  An acceptable accuracy is shown in Table 3 for AT, DIA and DEA, and apparently no tendency of lower recovery was observed for the different depths for AT, DIA and DEA, as well as between the three analytes. On the other hand, the recovery results for the initial content of 500 μg kg−1 were systematically lower in comparison with the other values. Maybe this is a drawback related with the lower content, although the estimated LOQ value was 50 μg kg−1. A fitting precision also was verified, with a maximum RSD of 17.3% for AT, 0-10 cm at 2000 μg kg−1. Based on the best condition obtained according to the factorial design and the recovery results, it can be inferred that this method can be applied for the extraction of AT, DIA and DEA from soil samples, in contents between 500 and 5000 mg kg−1, at least for the soil with the physicochemical characteristics shown in Table 2. This method will be employed for the first time in a forthcoming study, aiming an evaluation of the atrazine behavior in the oxisol from the region of Pato Branco City (Southwest of Paraná State). The lowest dose of the active ingredient is 0.75 kg ha−1 and the recommended doses are between 1.00 and 3.25 kg ha−1,1 and as a result, the AT content in soils is relatively high and this was the reason for the choice of the range from 500 to 5000 mg kg−1 in the present study.

  As earlier described, all the experiments were carried out using 72 h for the dryness. Because of this short time for the AT interaction with the soil particles, an additional experiment was made using 2500 mg kg−1 of AT, in order to verify the performance of the extraction method after higher contact times between AT with the soil sample, but under controlled conditions, with the sealed flasks in the dark at 4 ºC under rest. The results are shown in Table 4.
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  According to Table 4, a decrease of 29, 38 and 48% in the AT initial content (2500 mg kg−1) was verified, between 15 and 60 days, for 0-10, 10-30 and 30-50 cm, respectively, although an anomalous value was verified for 0-10 cm (15 days). The decrease in the AT contents suggests a degradation process in this period. In fact, according to Kleinschmitt et al.,30 a significant degradation process takes place in a short period of time (64 days), and between 65 and 70% of the applied atrazine in different soil samples may be considered as a bound fraction, but this was performed under room temperature. Nevertheless, in the experiments of the present study all the flasks were sealed, kept at 4 ºC and in the absence of light, which are not propitious conditions for the degradation of atrazine. Indeed, low concentrations of the degradation products, DIA and DEA, were observed between 15 and 60 days that is indicative of the not significant AT degradation. In spite of this, Mahía et al.,5 studying five different soil samples at 28 ºC in the darkness, verified an abrupt depletion of AT content for the most of soils after three weeks, as well as a great evolution of DIA content in the first week, with decreasing values after three weeks, with a constant content of hydroxyatrazine (HA) between 1 and 12 weeks. According to these authors, the first step of the AT metabolism is a chemical process of dechlorination with the formation of HA, followed by N-dealkylation and DIA formation. Thus, based on the AT and DIA attenuation, a possible mineralization process of these compounds may have taken place. The pH is an important parameter related to HA formation, being pH values lower than 6, favorable for the hydrolysis of AT and the consequent arising of HA.2,17 This is a condition provided in the present study, since the samples presented pH values between 4.7 and 5.0 (Table 2). It is important to notice that the chromatograms of the blank analysis showed no peaks for AT, DEA and DIA (Figure 1). In addition, using longer chromatographic separations, no additional peaks were observed, indicating that no other degradation products were formed. The HA peak would be observed close to the peaks of DIA and DEA and before the AT peak,5,17,27 but this was not observed. HA has a strong interaction with soil particles with high sorption coefficient,2,5,8 and might be considered as a bound residue,3,8 requiring the use of more vigorous extraction processes. Furthermore, the solubility of HA in water is close to 7.0 mg L−1,2 that could minimize its extraction. Although the extraction was performed using acetonitrile, HA requires not only a lower polarity, but also an acidic medium in order to maximize its solubility as a protonated species,31 and for this reason, the appropriate dissolution of HA needs the use of HCl medium, even in the presence of organic solvents as methanol.27 Thus, based on the results and on the literature previously mentioned, it is indicative that a mineralization process occurred, regardless of the controlled conditions; or also the method was not effective for the HA extraction. It is important to inform, that HA was not studied in the present work, owing to its intense interaction with the soil particles, providing lower mobility in soils in comparison with AT, DEA and DIA, and as a result, HA presents low likelihood to contaminate groundwaters and surface waters. The more effective extraction methods were not investigated in this work, for instance PLE,1,22 that could provide the quantification of the bound fraction. Notwithstanding, the results here presented suggest that the method is suitable for the extraction of the more mobile fraction of AT, DIA and DEA, and possibly for other triazines, which is the most relevant fraction for environmental evaluations.

   

  Conclusions

  The proposed HPLC method was appropriate to quantify the analytes AT, DIA and DEA, providing short chromatographic separation, saving time and mobile phase with acceptable resolution. Based on the comparative results between SE and UE, the former demonstrated to be more satisfactory, at least for the oxisol sample studied at this time, suggesting that a more vigorous irradiation power would be required for UE. The simple SE method showed attractive characteristics, making use of 9.0 mL of acetonitrile for each sample, without the use of expensive equipments. It is important to notice, that the factorial design was an important tool to achieve the best conditions of extraction for AT, DIA and DEA from oxisol, especially the definition of the lower contact time of 30 min. A suitable LOQ value was achieved, with appropriate recovery values for the three analytes in the three depths, and the results suggest a partial AT degradation in a short period of time. According to the present study, one can conclude that this method can be used for extraction of AT, DEA and DIA in oxisol samples, or even for soils with similar physicochemical characteristics, aiming at the quantification of the fraction potentially able to contaminate groundwaters and surface waters.
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    Caveol e cafestol, diterpenos da fração lipídica do café, têm efeitos conhecidos na saúde humana, como atividade anticarcinogênica e hipercolesterolêmica. Existem divergências quanto às concentrações desses compostos reportadas para café torrado, provavelmente devido aos processos de extração empregados. Assim, quatro métodos de preparo de amostra foram estudados: saponificação direta a quente (SDQ), saponificação direta a frio (SDF); e extração por Bligh e Dyer (BD) ou soxhlet (SO) seguida de saponificação. Teores dos diterpenos e seus dehidroderivados obtidos por cromatografia líquida de alta eficiência acoplada a detector de arranjo de diodos e espectrometria de massa (HPLC-DAD-MS/MS) e perfis cromatográficos de café torrado, obtidos pelos quatro métodos, foram comparados. SDQ foi mais eficiente quanto à extração, mostrando melhor separação dos picos cromatográficos e teores de 930,2 (± 36,8), 113,2 (± 4,7), 568,6 (± 16,6) e 87,1 (± 3,7) mg 100 g–1 para caveol, dehidrocaveol, cafestol e dehidrocafestol, respectivamente. O extrato SDQ apresentou teores de diterpenos (caveol e cafestol) 15% superiores àqueles obtidos por SDF e até 88% maiores que pelos métodos SO e BD.

  

   

  
    Kahweol and cafestol, diterpenes from the unsaponifiable fraction of coffee, present known effects on human health such as anticarcinogenic and hipercholesterolemic activities. There are discrepancies regarding the levels reported for these compounds in roasted coffee, probably due to the extraction processes. Therefore, four sample preparation methods were studied: direct hot saponification (DHS), direct cold saponification (DCS); and Bligh and Dyer (BD) or Soxhlet (SO) extraction followed by saponification. The levels of diterpenes and their dehydro derivatives obtained by high performance liquid chromatography with diode array and mass spectrometry detectors (HPLC-DAD-MS/MS) and the chromatographic profiles of roasted coffee, obtained by these four methods, were compared. DHS was more efficient for extraction, showing better separation of chromatographic peaks and levels of 930.2 (± 36.8), 113.2 (± 4.7), 568.6 (± 16.6) and 87.1 (± 3.7) mg 100 g–1 for kahweol, dehydrokahweol, cafestol and dehydrocafestol, respectively. The DHS extract presented a diterpene content (kahweol and cafestol) 15% superior to that of DCS and up to 88% superior than using SO and BD methods.

    Keywords: direct saponification; soxhlet; Bligh and Dyer; diterpenes; dehydroditerpenes

  

   

   

  Introduction

  Diterpenes are a group of compounds present in the unsaponifiable matter of the lipid content of coffee, where kahweol and cafestol, two pentacyclic alcohols, are their main representatives. The roasting process, however, may produce small amounts of diterpene dehydro derivatives.1-3 Positive effects for human health such as antioxidant, anti-inflammatory and hepatoprotective (against cancer) activities as well as negative factors such hypercolesterolemic activity have been attributed to diterpenes.4-6 Furthermore, kahweol and cafestol have been described as potential discriminants between coffee species (Coffea arabica and Coffea canephora).7,8

  Methodologies applying hot and cold procedures are widely used for lipid extraction. The soxhlet method (SO),9 a classical approach, involves the use of extractor equipment, where hot solvent (close to its boiling temperature) passes through the sample for an extended time (generally, from 5 to 8 h). Despite being the official method of AOAC,10 it may lead to the degradation of thermo-sensible compounds due to their long period of heat exposure.3,11 The Bligh and Dyer method (BD),12 which consists of a cold extraction with a mixture of chloroform-methanol, does not require any special equipment, and the analysis is faster. However, volatile and toxic solvents are used in this methodology. BD and SO methods allow for the estimation of the lipid content and produce extracts for the further analysis of several lipophilic compounds of interest. Besides these more conventional extraction techniques, alternative methods based on solvent volume reduction have been proposed as solid phase extraction, matrix solid phase dispersion, supercritical fluid extraction and microwave assisted extraction and QuEChERS (Quick, Easy, Cheap, Effective, Rugged and Safe).13,14,15 However, in spite of the advantages considering environmental issues and laboratorial security, they are yet less usual for food analysis as expensive equipment or material is required.13,14

  Regarding the extraction of unsaponifiable fractions, different approaches are reported in the literature. Some methodologies describe the use of preliminary extraction of lipids as a first step, before saponification,16-21 while others suggest direct saponification without pre-extraction.1,22-25 Direct saponification, either cold (DCS) or hot (DHS), has been described as the most rapid and efficient alternative for extracting unsaponifiable compounds in different food matrices because it avoids the formation of artifacts26 and is also considerably faster and demands lower amounts of solvent.27,28

  A considerable discrepancy between the content of kahweol and cafestol in coffee has been observed: levels from traces to 750 mg 100 g−1 of sample for kahweol and from less than 10 to 670 mg 100 g−1 of sample for cafestol.1,5,7,17,20,23,25,29,30 Despite the variability in raw materials, to which the differences found in diterpene levels could be partially attributed, the diversity of extraction methods is outstanding. The literature describes the occurrence of decomposition products from diterpenes in roasted coffee;3 nevertheless, it is not known whether such components could be formed during the roasting process or simply correspond to the artifacts of an inefficient analytic extraction.

  The aim of this work was to evaluate the influence of different extraction methods on the determination of kahweol and cafestol contents in roasted coffees using high performance liquid chromatography with diode array and mass spectrometry detectors (HPLC-DAD-MS/MS). The standard method, direct hot saponification (DHS), was compared with direct cold saponification (DCS) and hot (SO) and cold (BD) preliminary extractions of lipids followed by saponification. The efficiency and the advantages of each procedure were compared.

   

  Experimental

  Solvents and standards

  The following reagents were used for the analyses: anhydrous sodium sulphate ACS 100% (Synth, São Paulo, Brazil); chloroform p.a. (Merck, Darmstadt, Germany); ethanol 96% (Merck, Darmstadt, Germany); methanol p.a. (Merck, Darmstadt, Germany); potassium hydroxide (KOH) analytical grade (Merck, Darmstadt, Germany); standards of kahweol and cafestol (Axxora, San Diego, USA), purity > 98%, certified by Alexis Biochemicals (Lausanne, Switzerland); methyl tert-butyl ether (MTBE), spectroscopic grade (Merck, Darmstadt, Germany); water purification system (Milli-Q, Millipore; Billerica, USA).

  Sample preparation

  Arabica coffee beans (cv. Iapar-59, derived from cross of Villa Sarchi × Timor Hybrid), were collected in Londrina City in Parana State, Brazil at the Instituto Agronômico do Paraná (IAPAR) located at latitude 23º08'47" S and altitude 560 m, with an average annual temperature of 22 to 23 ºC. Cherry fruits were manually selected, washed and sun-dried on a patio. The green coffee beans were processed and standardized in grade 16 size sieves (6.5 mm), and all defective beans were removed. The coffee beans (0.50 kg) were roasted (Rod-Bel roaster, Brazil) at 190-230 ºC until reaching the weight loss of 20% (m/m), corresponding to dark roasting. After roasting and grinding to a particle size of 0.500 mm (sieve size ABNT 35), the samples presented 2.4 ± 0.1 g 100 g–1 moisture, 29.0 ± 0.4 lightness and 50.1 ± 2.1 hue. The color was obtained by a color-guide portable colorimeter (BYK-Gardner, USA) in triplicate and the moisture was evaluated in a halogen moisture analyzer (HB43-S model, Mettler Toledo, UK) in duplicate.

  Five genuine replicates were created for each method (DHS, DCS, SO, BD). The procedures were compared with respect to levels of kahweol and cafestol and their dehydroderivatives obtained by HPLC-DAD-MS/MS, as well as the chromatographic profile (resolution and peak separation). The applicability of each method was also taken into account, considering the facility and rapidness of extraction of the unsaponifiable matter, use of a lower amount of solvent, and the level of danger presented to the analyst.

  Extraction and saponification

  An overview of the employed procedures is shown in Figure 1.
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  Direct hot saponification (DHS)

  The method described by Dias et al.1 was employed and consisted of weighing, in a test tube, 0.200 g of roasted arabica coffee and then adding 2 mL of KOH solution for direct sample saponification. After a 1 h water bath at 80 ºC, the unsaponifiable matter was extracted using MTBE and washed with water (pathway 1, Figure 1).

  Direct cold saponification (DCS)

  This method was based on the DHS extraction conditions used by Bandeira et al.27 and Mariutti, Nogueira and Bragagnolo.28 Two milliliters of a KOH solution were added to 0.200 g of roasted and ground coffee sample in a sealed Erlenmeyer flask (25 mL) and then stirred for 20 h (Orbital agitator, MA-140/CFT) at 168 rpm and 25 ºC (pathway 2, Figure 1). After saponification, extraction was performed (Figure 1).

  Hot lipid extraction by soxhlet (SO)

  The procedure was based on the method used by Kölling-Speer et al.18 for coffee (green beans and roasted coffee) lipid extraction through soxhlet for further analyses of diterpenes. Five grams of roasted ground coffee in an extraction cartridge were placed in a flat-bottomed flask (250 mL). The extraction was carried out in a soxhlet extractor setup for 6 h of reflux with 150 mL of MTBE at the solvent boiling temperature (55 to 60 ºC). After evaporating the solvent in a rotary evaporator (Büchi R-114), the mass of the lipid extract was gravimetrically determined. One portion of the extract was submitted to saponification. MTBE (10 mL) was added to a flat-bottomed flask to obtain a solution of known concentration, and one milliliter of this solution was transferred to a test tube. The solvent was evaporated (at 50 ºC for 15 min) and saponification with a KOH solution and the extraction of diterpenes were performed (pathway 1, Figure 1).

  Lipid extraction through Bligh and Dyer (BD)

  For 10.0 g of sample, with a moisture content of 2.4% (m/m),12 the solvent ratio used was 10:20:8 (chloroform:methanol:water) (v/v/v). Five grams of roasted coffee was weighed into an Erlenmeyer flask (250 mL), followed by the addition of 5 mL of chloroform, 10 mL of methanol and 4 mL of distilled water. The flask was sealed and stirred for 10 min at 168 rpm in a shaker (Orbital, MA-140/CFT). Then 5 mL of chloroform and 5 mL of 1.5% sodium sulfate (drying agent) were added, and the mixture was stirred for another 30 min at the same rotation. The solution was transferred to a centrifuge tube using 5 mL of chloroform. After centrifugation (3 min at 2880 rpm), the bottom phase with chloroform, which contained the lipid fraction, was removed and filtered using filter paper with 1.0 g of anhydrous sodium sulfate to remove the residual water. The filtrate, collected in a volumetric flask of a standardized weight, was concentrated in a vacuum rotary evaporator (Büchi R-114) up to 40 ºC and weighed after 24 h in a desiccator. The amount of lipid in 100 g of the sample was calculated, and this extract was submitted to further extraction.

  Methyl tert-butyl ether (10 mL) was added to the flat-bottomed flask, and 1 mL of a solution of a known concentration was transferred to a test tube. The solvent was evaporated (50 ºC for 15 min), followed by saponification with a KOH solution and the extraction of diterpenes (pathway 1, Figure 1).

  Chromatographic analysis

  The identity and purity of the peaks were verified by HPLC-DAD-MS/MS using a Shimadzu liquid chromatograph (Kyoto, Japan) with a quaternary solvent delivery system (LC20AD) and degasser (DGU20A5) and a 20 μL Rheodyne fixed-loop injector (Rheodyne LCC, Rohnert Park, EUA). The system was connected in series to a diode array detector (DAD) (Shimadzu, model SPD-M20A) and a mass spectrometer with an ion-trap analyzer and atmospheric pressure chemical ionization (APCI) source from Bruker Daltonics, model Esquire 4000 (Bremen, Germany). The mass spectrometer conditions were previously optimized using standards and coffee samples roasted at different degrees (data not published). The MS parameters were set as follows: positive mode; corona current of 4.0 mA; source temperature of 450 ºC; dry nitrogen gas, N2, temperature, 350 ºC; flow, 4 L min−1; nebulizer pressure, 60 psi; MS/MS fragmentation energy, 1.4 V. The mass spectra were acquired over an m/z (mass-to-charge ratio) scan range from 100 to 700 (scan mode).

  The quantification was carried out in a Waters liquid chromatograph with a quaternary solvent manager (Waters, model 600), diode array detector (Waters, model 996), Rheodyne injector valve with a 20 mL loop, online degasser (Waters) and a Millennium (Waters) acquisition and data processing system. A Spherisorb ODS-1 column (Waters, Milford, USA) measuring 250 × 4.6 mm and 5 mm in diameter and isocratic elution (acetonitrile:water 55:45 v/v; 0.9 mL min−1) under controlled temperature condition (25ºC) were used.1 The run time (35 min) was extended beyond the retention time (tR) of the last diterpene of interest (cafestol, tR = 15.5 min) to allow for the elution of other compounds and thus accommodate the different extraction procedures that were tested. The chromatographic conditions were the same for quantification of compounds and for the mass spectrometry analysis. The resolution factor (R) between two peaks of interest was also calculated.

  The quantification was carried out using external calibration curves with 6 points in triplicate (R2 > 0.999, p < 0.001). The spectra were acquired at wavelengths between 190 and 400 nm and processed at the maximum wavelength of each diterpene or peak of interest. Quantification of kahweol and dehydrokahweol were carried out at 290 nm, and of cafestol and dehydrocafestol at 230 nm. It was considered that the dehydro derivatives presented the same molar absorptivity of the corresponding diterperne alcohol (kahweol or cafestol).24

  Statistical analysis

  The data regarding the concentration of compounds under study were submitted to analysis of variance (ANOVA, Tukey test for p < 0.05), considering the extraction method as the source of variation, using the software Statistica version 6.0.31

   

  Results and Discussion

  The chromatographic profiles for all sample preparation methods were similar (Figure 2). It should be emphasized that the peak intensities (Figure 2) between the procedures should not be directly compared because they were analyzed under different dilutions.
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  As shown in Figure 2, kahweol (tR = 14.5 min, peak 1) and cafestol (tR = 15.5 min, peak 2) showed well-defined sharp peaks with separation with satisfactory resolution (R = 1.6), considering the great similarity between the structures of such compounds. The worst separation between peaks 3 and 4 (Figure 2), which were identified as dehydro derivatives (Table 1), was verified for the SO method, hindering both the identification and quantification in the analysis through MS.
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  Regarding the efficiency of lipid extraction, an overestimation was observed for SO (18.6 ± 0.01 g of lipids 100 g–1 of coffee, dry base). In the literature, the highest 
    values ever reported for the total lipid level of dark roasting arabica coffee approach 15.4%.3,29,32 The solvent used in the SO method carried colored compounds with greater solubility in the organic solvent (MTBE). The extraction of interfering compounds was probably also enhanced by the long exposure time of the solvent and the reflow operations. This could be the reason for the co-elution of compounds between peaks 3 and 4 even after the saponification, extraction and cleaning procedures (Figure 2).

  The peaks were identified according to the following combined information: standard addition method, UV-Vis spectrum and mass spectrum compared with authentic standards (Table 1 and Figure 2). In addition, the MS/MS spectra confirmed the assignment of the protonated molecule [M + H]+.

  For peak 2 (Figure 2), the [M + H]+ at m/z 317 and MS/MS fragments at m/z 299 and m/z 281 due to the loss, respectively, of one and two molecules of water and another MS/MS fragment at m/z 147 [M + H – C10H18O2]+ confirmed the identity of cafestol (Table 1 and Figure 3). Kahweol (peak 1), which presents one more double bond in the kaurene ring and two less hydrogen atoms, showed analogous fragments, with 2 u less than the fragments of cafestol (Table 1).
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  Peaks 3 and 4 (Figure 2) were identified as dehydrokahweol and dehydrocafestol, respectively. These dehydro derivatives showed UV-Vis spectra with similar profiles compared to their respective diterpene alcohols, kahweol and cafestol (Figure 4 and Table 1). The wavelength of maximum absorption (λmax) depends on the presence of the chromophores in a molecule, especially those with conjugated double bonds.33 Despite the double bond created from the output of a water molecule, a specific diterpene and its dehydro derivative had the same number of conjugated double bonds, which resulted in similar λmax values (Table 1 and Figure 4). Furthermore, the protonated molecules [M + H]+ of peaks 3 and 4 showed 18 u less than those of the kahweol and cafestol molecules, respectively, indicating the presence of their respective dehydro derivative compounds. Moreover, the [M + H]+ and MS/MS fragments obtained for the analyzed compounds (Table 1) indicated that both dehydrocafestol and dehydrokahweol presented the same fragmentation patterns shown, respectively, by cafestol and kahweol, which confirms the structural similarities between these compounds.
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  The unidentified peaks did not present fragments with m/z that would indicate a fragmentation mechanism for diterpenes.

  The presence of the dehydro derivatives were not observed in previous studies, when an HPLC method and direct hot saponification were used to determine kahweol and cafestol in green coffee.1 In the present work, the occurrence of dehydrokahweol and dehydrocafestol in the four methods indicated that they were not artifacts of analytic extraction but a product of the roasting process of coffee.

  Comparing the levels of kahweol, cafestol and their derivatives through different extractions, it was verified that direct saponification was more effective than the methodologies that pre-extracted the lipids before saponification. Both BD and SO demonstrated low efficiency with regard to the extraction of the four compounds identified, resulting in much lower levels than those obtained through direct saponification (DHS, DCS) (Table 2).

  
    

    [image: Table 2 Levels of diterpene]

  

  In addition to the diversity among the methods, differences in the extraction could also be attributed to the different solvents used. Considering the selectivity and efficiency of extraction, organic solvents should be characterized according to their ability to interact with the solute either as a dipole (dipolarity, π*), as a proton acceptor (acidity, α), and as a proton donor (basicity, β)34 and the polarity index.35,36 The polarity indexes of MTBE, methanol and chloroform are 2.5, 5.1 and 4.1, respectively. The solvatochromic parameters for MTBE were not determined, so the values of diisopropyl ether were considered. Diisopropyl ether (α 0.00; β 0.64; π* 0.36) presents different parameters compared to methanol (α 0.43; β 0.29; π* 0.28) and chloroform (α 0.43; β 0.00; π* 0.57). However, similar results (low levels of diterpenes) were observed for both BD and SO, which indicated that the solvents were not primarily responsible for the low efficiency of the BD and SO extractions.

  For SO, at first, problems would be expected regarding compound degradation because, according to the literature, the reflux of hot solvent for several hours favors the peroxidation and hydrolysis reactions, which could later jeopardize the analytical results.11 The literature also indicates that kahweol could be subjected to degradation and produce dehydro derivatives when submitted to high temperature for long periods, e.g., during intense coffee roasting.3,24 It was observed, however, that both hot extraction (SO) and cold extraction (BD) of lipid for further saponification presented inadequate results, so the lower results obtained for SO and BD could not be mainly attributed to thermal degradation. Moreover, it was also verified that cafestol and even kahweol, which presents a structure that is more susceptible to oxidation, were not affected by temperature and time of exposition (80 ºC, 1 h) applied in DHS (Table 2). These results indicate that direct saponification is more appropriate in ensuring the efficient quantification of the diterpenes from roasted coffee.

  Considering the amount of solvent, SO demands a minimum of 150 mL of MTBE, which cannot be reused for the same analysis, while BD requires 10 mL of MTBE and approximately 20 mL of methanol and chloroform. Because an extraction step is not followed in the DHS and DCS procedures, these methods are more economic and less dangerous to the analyst. Moreover, direct hot saponification has also proved to be advantageous with respect to speed of processing. Almost 24 h was necessary to complete sample preparation by DCS, which is much longer than the 4 h (six times) required by DHS.

  By comparing the results from the direct saponification methods, we observed the same efficiency for dehydroditerpene extraction for both procedures; however, the hot technique (DHS) showed better performance for kahweol and cafestol. This result indicates that the greatest extraction efficiency at high temperatures overlaps with the possible degradation that can occur at this temperature.

  Recovery tests were carried out to ensure the efficiency of the DHS procedure. Kahweol and cafestol standards were added to the sample before analysis in an amount of approximately 50% of the content (duplicate). Good recovery were observed: 109% for kahweol and 106% for cafestol. Kolling-Speer et al.18 reported recovery of 80.5% for cafestol, using the same procedure of test. There are no reports of recovery for kahweol.

  A mean level of 930 mg of kahweol 100 g–1 of sample was found through DHS, nearly 15% superior to the value obtained through DCS (790 mg 100 g–1 of sample). Cafestol presented a similar difference as follows: 568 (DHS) and 483 mg 100 g–1 of sample (DCS) (Table 2). However, the difference among levels of diterpenes considering the methodologies by direct saponification and those with pre-extraction for subsequent saponification, SO and BD, was even greater: 75-87.5%. For arabica roasted coffee, the literature describes concentrations of kahweol that reach up to 870 mg 100 g−1 and a maximum of 700 mg 100 g–1 for cafestol,7,16,17,19,20,23,30 corroborating the results described in this work for extraction through DHS.

  Some papers have investigated the stability of compounds from the unsaponifiable matter at the temperature of saponification. Bandeira et al.27 tested several procedures of extraction to evaluate cholesterol through HPLC: direct hot saponification; lipid extraction (Folch method) followed by hot saponification; and direct cold saponification. The last procedure has presented a chromatograph with fewer interfering compounds and a higher cholesterol peak area and is also very easy to execute and uses a smaller amount of solvent.

  Other authors have reported good results regarding the use of DHS for diterpenes. Roos et al.22 and Urgert et al.23 used an ethanol solution of sodium hydroxide for 1 h at 80 ºC for the direct saponification of lipids from green coffee beans. After the extraction of the unsaponifiable matter with diisopropyl ether and clean up with water, adequate values for kahweol and cafestol in fresh fruits of Coffea canephora, C. liberica, C. congensis and C. arabica were obtained through gas chromatography. De Souza et al.25 found up to 800 mg of kahweol 100 g–1 sample and up to 550 mg of cafestol 100 g–1 for 38 roasted and ground commercial coffee using direct hot saponification.

  The direct hot saponification (DHS) method, with the addition of a saponificating solution (KOH in ethanol) to the sample and 1 h heating at 80 ºC, was considered to be, overall, the most efficient for the extraction of diterpenes for further quantification.

   

  Conclusions

  The direct hot saponification (DHS) was observed to be more efficient, quicker and more economical for extracting diterpenes from roasted coffee. For DHS, the levels of kahweol and cafestol were nearly 15% higher than those obtained by cold saponification (DCS) and up to 88% superior to those obtained through preliminary extractions of the lipid fraction (SO and BD) followed by saponification.
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    A reação de Heck entre enoatos de configuração Z e E e o iodobenzeno foi estudada na presença de Pd(OAc)2. A estereoquímica nos adutos formados foi dependente da geometria do enoato (reação estereoespecífica). Os melhores rendimentos foram obtidos a partir de enoatos Z, em acetona, utilizando Ag2CO3 como base. Os principais intermediários catiônicos de paládio possivelmente envolvidos no ciclo catalítico puderam ser interceptados e caracterizados por espectrometria de massas com ionização electrospray (ESI-MS). A estereosseletividade observada pôde ser racionalizada através do mecanismo clássico da reação de Heck.

  

   

  
    The Heck reaction between E- and Z-enoates and iodobenzene was studied in the presence of Pd(OAc)2. The stereochemistry in resulting adducts was dependent on the enoate geometry (stereospecific reaction). Best yields were obtained from Z-isomers in acetone using Ag2CO3 as base. The main cationic palladium intermediates possibly involved in the catalytic cycle could be intercepted and characterized by electrospray ionization mass spectrometry (ESI-MS). The stereoselectivity observed was rationalized through the classic mechanism of the Heck reaction.

    Keywords: Heck reaction, enoates, palladium catalysis, mass spectrometry

  

   

   

  Introduction

  Heck and collaborators described in 1968 the preparation of methyl cinnamate by the reaction of phenylmercuric chloride with methyl acrylate in the presence of stoichiometric amounts of PdCl2/LiCl.1 Mizoroki, et al. in 19712 and Heck and Nolley in 19723 reported the arylation of styrene by iodobenzene in the presence of catalytic amounts of palladium salts. Since then, the scope of the Heck reaction has been extensively expanded and new sources of organopalladium species as well as new types of olefins have been incorporated into the set of starting materials suitable for this reaction.4,5

  Intramolecular Heck reaction allows the preparation of heterocycles and molecules bearing tertiary and quaternary centers, via carbopalladation of 1,2-disubstituted and trisubstituted double bonds.6 In contrast, we found scattered examples involving the intermolecular Heck reaction of conjugate double bond bearing substituents at the β-position, such as crotonates and cinnamates.7

  Stereoselective synthesis of 1,2 disubstituted olefins is a well established process and these products can be synthesized via Wittig-type reactions,8 using organometallics9 and more recently by metathesis.10 In contrast, stereocontrol in construction of trisubstituted olefins remains a challenge.11

  In this article we report stereoselective arylation of a series of enoates with iodobenzene. These reactions were studied under classical Heck conditions,3 in which the neutral mechanism is favored and the results are compared with those obtained in conditions favoring the cationic mechanism (in the presence of Ag2CO3 or using water as solvent).4,12 A mechanistic rationalization was proposed based on electrospray ionization mass spectrometry (ESI-MS) monitoring.

   

  Results and Discussion

  In contrast to acrylates, which under classical Heck conditions (neutral mechanism) are known to react with iodobenzene (2) leading to cinnamates in good yields,3,13 enoate Z-1 furnished only traces of adduct E-3 in the presence of Pd(OAc)2, PPh3, Et3N and DMF (Dimethylformamide) at 70 ºC for 40 h (Scheme 1, Table 1, entry 1). Yield of E-3 did not increase when Z-1 and 2 were allowed to react under reflux in this solvent, leading to extensive isomerization from Z-1 to E-1 (data not showed). Enoate E-1 was completely recovered when allowed to react under these conditions (entry 2). Due to these disappointing results, we decided to try reaction conditions that would favor the cationic mechanism, using silver salts as bases. Indeed, the yield of E-3 obtained from Z-1 increased to 71% in the presence of Ag2CO3, PPh3 and acetone (entry 3) and higher yield (79%) was obtained in the absence of PPh3 (entry 4). Reaction times could not be reduced without decrease in yields. An excess of enoate is necessary but it can be recovered in the reaction purification. Enoate E-1 was much less reactive than Z-1 under these same conditions, leading to adduct Z-3 in moderate yield (entry 5). This difference in chemical reactivity between Z-1 and E-1 suggest that the transition state for the carbopalladation step of Z-1 is sterically less hindered. Since it has been accepted that Heck reactions in water also proceed through a cationic mechanism,4,12 these reactions were also studied in water using Pd(OAc)2 and Et3N. In contrast with Heck-lactonization reactions with enoate Z-1, which proceeds quite well in aqueous medium,12 the yields of Heck reaction between Z-1 and 2 decreased in water. Cinnamate E-3 was obtained in 48% yield from Z-1 (entry 6), while E-1 furnished Z-3 in only 18% yield (entry 7). These reactions were stereospecific and only one geometric isomer was observed in crude spectra.
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  To further evaluate the scope of this Heck reaction, a few other enoates were selected to react with 2 (Scheme 2, Table 2). Methyl maleate (Z-4) led to adduct E-8 in 63% yield whereas its isomer Z-8 was obtained from E-4 in 35% yield (Scheme 2, Table 2, entries 1 and 2). Kondolff co-workers7 described a mixture of stereoisomers in which the geometry of preferential product was independent on the starting material geometry in the reaction of these olefins with iodobenzene using a tedicyp-palladium complex in DMF.7 Methyl maleate (Z-4) produced the corresponding adduct in worse yields than Z-1 but in better yields than its isomer E-4. Only traces of the corresponding geometric isomers were observed in the purified products (they not appeared in crude mixtures). Adduct 9 was obtained from 5 in 40% yield in the presence of Ag2CO3 but only 14% yield was obtained in water (entries 3 and 4). Methyl crotonate (6) and methyl cinnamate (7) led to the corresponding adducts 10 and 11, respectively, in poor yields (entries 5, 6 and 7).14
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  The configuration at the double bond in 3 was established by nOe experiments (Figure 1). Irradiation at the olefinic hydrogen of E-3 (in red) led to enhanced signals for one of the methyl group at the dioxolane ring and hydrogen at chiral center (Figure 1a). Similarly, irradiation at this methyl group (in red, Figure 1b) led to enhanced signals for the other geminal methyl group, one hydrogen at the dioxolane ring, olefinic hydrogen and hydrogen attached at the chiral center. As expected, for NOE experiments with Z-3 no interference was observed in olefinic proton after irradiation at methyl groups at the dioxolane ring (Figure 1c and 1d). Configuration of Z-8 and E-8 were established by comparison with literature data.15 Products 9, 10 and 11 are also described.16
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  DFT (Density Functional Theory) calculations at M06-2X/6-311++G(d,p) level were carried out to confirm the NOE interpretation. Geometries of Z-3 and E-3 were fully optimized at this level and characterized as minimum on the potential energy surface by the absence of imaginary frequencies after vibrational analysis. Figure 2 shows the optimized geometries showing some selected distances. All calculations were made with the Gaussian 09 package.17 The intermolecular distances shown confirm the assignment made by the nOe experiments.
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  It was also performed an investigation of the mechanism of enoate arylations via direct infusion electrospray ionization mass spectrometry (ESI-MS) monitoring and its tandem version (ESI-MS/MS).18 This technique has become a major tool for mechanistic studies in organic and inorganic chemistry owing to its outstanding ability to "fish" ionic or ionized intermediates directly from reaction solutions into the gas phase with high sensitivity, speed, and gentleness. The mechanism of Heck reactions has also been the subject of extensive investigation via ESI-MS.12,19 Samples of the reaction solution were diluted in MeCN before recording the MS data.

  As expected, cationic palladium species could be intercepted in Heck reaction between Z-1 and 2 in presence or absence of phosphines. Figure 3 shows some intermediates formed in oxidative addition and migratory insertion steps. The structures of these cationic species were confirmed by the characteristic Pd multi-isotopic pattern (only the m/z of the most abundant isotopologue ion is mentioned) and by ESI-MS/MS (supplementary information).
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  Based on the ESI-MS data and in the observed stereoselectivity, it was rationalized a mechanism for the Heck reaction between 1 and 2 in the presence of Ag2CO3 (Scheme 3). The cationic phenyl palladium 12 is firstly formed, reacting subsequently with Z-1 via a regio and syn-stereoselective carbopalladation, to form the key cationic intermediate 13. Syn-elimination of HPd+ from 13 (conformer C2) leads stereoselectively to adduct E-3 (Scheme 3a).4,5 Similarly, Z-3 is formed when E-1 is used as the olefin (Scheme 3b).
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  Conclusions

  This study has shown that Z-enoates are better substrates for the Heck reaction than E-enoates, which are more sterically hindered. The use of such enoates allowed the stereospecific synthesis of isomeric β-substituted cinnamates. These present results are in contrast with those previously reported for Heck reactions of cinnamates with haloarenes, in which the stereochemistry in the adducts is defined by isomerisation of products via thermodynamic control.4 The results are also in contrast with those previously reported for Heck reactions of maleates and fumarates with iodobenzene, in which a mixture of isomeric products was formed.7 Although it was used a limited number of variations, further studies with a large set olefins and iodoarens must be accomplished to confirm the suitability of this stereoselective methodology as an important tool to synthesize trisubstituted olefins.

   

  Experimental

  General procedure of ESI-MS and ESI-MS/MS

  All experiments were performed on a hybrid quadrupole time-of-flight mass spectrometer (Q-TOF, Waters). For typical electrospray ionization (ESI) conditions, the Teflon-sealed microsyringe was put in a pump that delivered the reagent solution into the ESI source at a flow rate of 10 μL min−1. ESI and the mass spectrometer was operated in the positive ion mode. Main conditions were capillary voltage, 3500 eV; cone voltage, 35 eV; source temperature, 100 ºC; desolvation temperature, 100 ºC. The cationic species were subjected to collision-induced dissociation (CID) with argon by using collision energies ranging from 5 to 45 eV.

  Cinnamates 3, 8, 9, 10 and 11; General procedure in organic solvents

  A mixture of iodobenzene (2, 102 mg, 0.5 mmol), enoate (Z-1, 300 mg, 1.5 mmol), Pd(OAc)2 (11.2 mg, 0.05 mmol), PPh3 (26.2 mg, 0.1 mmol), Ag2CO3 (414 mg, 1.5 mmol) and acetone (15 mL) was stirred at 70 ºC for 40 h under inert atmosphere. It was cooled, filtered through diatomaceous earth, extracted with ethyl acetate. The organic phase was washed with brine, dried over Na2SO4 and filtered. The solvent was removed in vacuum and the residual mass was purified by column chromatography (hexane/EtOAc, 97:3 v/v) to give E-3 (98 mg, 71%).

  Cinnamates 3, 8, 9, 10 and 11; General procedure in water

  A mixture of Pd(OAc)2 (11.2 mg, 0.05 mmol), enoate (Z-1, 300 mg, 1.5 mmol), iodobenzene (2, 102 mg, 0.5 mmol) and Et3N (0.208 mL, 1.5 mmol) in H2O (10 mL) was stirred at 80 ºC for 40 h under N2 atmosphere. The mixture was allowed to cool, H2O (10 mL) was added and it was extracted with EtOAc. The organic phase was washed with brine, dried over Na2SO4 and filtered through diatomaceous earth. The solvent was removed in vacuum and the residual mass was purified by column chromatography (hexane/EtOAc, 97:3 v/v) to give E-3 (66 mg, 48%).

  (S,E)-Ethyl 3-(2,2-dimethyl-1,3-dioxolan-4-yl)-3phenylacrylate (E-3)

  Compound E-3 was obtained as a yellow oil after purification by flash chromatography (EtOAc/hex 3:97 v/v); IR (KBr) nmax/cm−1 1727 cm-1; 1H NMR (400 MHz, CDCl3) δ 7.40-7.31 (3H, m), 7.19-7.13 (2H, m), 6.29 (1H, d, J 1.5 Hz), 4.83 (1H, td, J 7.4, 1.5 Hz), 4.06-3.92 (3H, m), 3.67 (1H, dd, J 8.1, 7.6 Hz), 1.47 (3H, s), 1.43 (3H, s), 1.06 (3H, t, J 7.1 Hz); 13C NMR (101 MHz, CDCl3) δ 165.9, 155.3, 137.0, 128.2, 128.2, 127.6, 117.0, 110.5, 78.8, 68.8, 60.0, 26.3, 25.9, 14.0. MS, m/z : 276 [M+]; HRMS (ESI) calcd for C16H20NaO4 [M + Na] 299.1259, found: 299.1273.

  (S,Z)-Ethyl 3-(2,2-dimethyl-1,3-dioxolan-4-yl)-3phenylacrylate (Z-3)

  Compound E-3 was obtained as a pale yellow oil after purification by flash chromatography (EtOAc/hex 2:98 v/v); 1H NMR (400 MHz, CDCl3) δ 7.43 – 7.28 (5H, m), 6.00 – 5.96 (1H, m), 5.95 (1H, d, J 1.2 Hz), 4.49 (1H, t, J 8.0 Hz), 4.21 (2H, q, J 7.1 Hz), 3.83 (1H, dd, J 8.2, 6.8 Hz), 1.37 (3H, s), 1.31 (3H, t, J 7.1 Hz), 1.21 (3H, s); 13C NMR (101 MHz, CDCl3) δ 165.9, 159.2, 138.2, 128.7, 128.5, 127.8, 120.7, 110.2, 74.0, 69.7, 60.5, 25.6, 24.8, 14.4; HRMS (ESI) calcd for C16H20NaO4 [M + Na] 299.1259, found:299.1242.

  Dimethyl 2-phenylfumarate (E-8)15

  Compound E-8 was obtained as a pale yellow oil after purification by flash chromatography (EtOAc/hex 3:97 v/v); 1H NMR (500 MHz, CDCl3) δ 7.39-7.35 (3H, m), 7.26-7.22 (2H, m), 7.02 (1H, s), 3.80 (3H, s), 3.60 (3H, s); 13C NMR (101 MHz, CDCl3) δ 166.8, 165.6, 144.3, 133.8, 128.8, 128.7, 128.6, 127.9, 52.9, 51.9.

  Dimethyl 2-phenylmaleate (Z-8) 15

  Compound Z-8 was obtained as a pale yellow oil after purification by flash chromatography (EtOAc/hex 5:95 v/v). 1H NMR (400 MHz, CDCl3) δ 7.50-7.46 (2H, m), 7.44-7.36 (3H, m), 6.32 (1H, s), 3.95 (3H, s), 3.79 (3H, s). 13C NMR (126 MHz, CDCl3) δ 168.3, 165.4, 149.0, 133.1, 130.6, 129.0, 126.7, 126.7, 117.1, 117.0, 52.7, 52.7, 52.1, 52.0.

  (E)-Ethyl 5-methyl-3-phenylhex-2-enoate (9)16

  Compound 9 was obtained as a pale yellow oil after purification by flash chromatography (hexane). NMR (400 MHz, CDCl3) δ 7.46-7.31 (5H, m), 6.04 (1H, s), 4.20 (2H, q, J 7.1 Hz), 3.07 (2H, d, J 7.3 Hz), 1.71-1.58 (1H, m), 1.31 (3H, t, J 7.1 Hz), 0.87 (6H, d, J 6.7 Hz).

  (E)-Methyl 3-phenylbut-2-enoate (10) 16

  Compound 10 was obtained as a pale yellow oil after purification by flash chromatography (EtOAc/hex 1:99 v/v). 1H NMR (400 MHz, CDCl3) δ 7.51-7.42 (2H, m), 7.41-7.33 (3H, m), 6.14 (1H, d, J 1.3 Hz), 3.75 (3H, s), 2.58 (3H, d, J 1.3 Hz).

  Methyl 3,3-diphenylacrylate (11) 16

  Compound 11 was obtained as a pale yellow oil after purification by flash chromatography (EtOAc/hex 1:99 v/v). 1H NMR (400 MHz, CDCl3) δ 7.42-7.27 (8H, m), 7.23-7.18 (2H, m), 6.37 (1H, s), 3.61 (3H, s).

   

  Supplementary Information

  Supplementary data are available free of charge at http://jbcs.sbq.org.br as PDF file.
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    O objetivo deste trabalho foi desenvolver uma metodologia quimiométrica para descrever o perfil químico de amostras de cocaína apreendidas no estado de Minas Gerais (Brasil). A identificação de adulterantes e a quantificação do teor de cocaína foram feitas por cromatografia gasosa acoplada à espectrometria de massa (GC-MS). Espectros de 91 amostras foram obtidos por espectroscopia no infravermelho usando refletância total atenuada (ATR-FTIR), e utilizados na construção de um modelo de análise de componentes principais (PCA). A primeira componente principal (PC1) discriminou as amostras de maior pureza das mais diluídas/adulteradas, nas quais foram identificadas lidocaína, cafeína e benzocaína. PC2 discriminou a forma química da cocaína, cloridrato ou base. Além disso, dois modelos supervisionados discriminantes (mínimos quadrados parciais para análise discriminante, PLS-DA) foram desenvolvidos para classificar as amostras em função de sua diluição (abaixo e acima de 15% m/m) e de sua forma química, apresentando taxas de acerto que variaram entre 83 e 97%. Os modelos de classificação constituem uma ferramenta simples, rápida e não destrutiva, de grande valor para peritos forenses e investigadores criminais.

  

   

  
    The aim of this article was to develop a chemometric methodology for determining the chemical profile of cocaine samples seized in Minas Gerais State, Brazil. The adulterant detection and the cocaine determination were performed by gas chromatography-mass spectrometry (GC-MS). Spectra of 91 samples were obtained by attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR) and used to build an exploratory principal component analysis (PCA) model. The first principal component (PC1) discriminated samples of more purity from the more diluted/adulterated ones, which were characterized by the presence of lidocaine, caffeine and benzocaine. PC2 discriminated the two chemical forms of cocaine, hydrochloride and base. In addition, two supervised discriminant partial least-squares models (partial least-squares discriminant analysis, PLS-DA) were developed for classifying the samples according to dilution (above and below 15% m/m) and chemical form, with a rate of success that varied between 83 and 97%. The classification models constitute a simple, rapid and non-destructive tool, of great value for both forensic experts and criminal investigators.

    Keywords: illicit drugs, MID infrared, principal component analysis, cocaine, chemometrics

  

   

   

  Introduction

  Cocaine is an alkaloid extracted from plants of the genera Erythroxylum (E. novagranatense and E. coca). United Nations Office on Drugs and Crime (UNODC) considers cocaine, after heroin, the second most problematic drug worldwide in terms of negative health consequences and probably the most problematic drug in terms of trafficking-related violence. Estimates suggest that 440 t of pure cocaine were consumed in the world in 2009, which would be in line with a total production estimate of 1,111 t, wholesale purity-adjusted seizures of 615 t and global losses of 55 t. The value of the global market of cocaine is estimated as US$ 85 billion. Although Brazil has a relatively low prevalence rate of 0.7% of the population aged 15-64 because of its large population, it has the highest number of cocaine users (900,000) in South America. In addition, Brazil is considered one of the most important secondary distribution countries in the cocaine market, and the most prominent transit country for Europe in the Americas. In recent years, seizures of cocaine have increased significantly in Brazil, going from 8 t in 2004 to 24 t in 2009 seized only by Federal Police, which corresponds to 3% of the total of the world.1

  Considering the aforementioned circumstances, researches with the aim of elucidating the chemical profile of seized drugs are of great relevance for determining their characteristics of origin, processing, traffic and purity. Combined with the results of criminal investigations, these data can be used for establishing connections between drug gangs and suppliers, tracing of drug distribution networks, and identifying which chemical substances should be priority of control in each region of the country. The most important information that can be obtained from seized cocaine by chemical analyses are its content, its form and the characterization of the adulterants. A general phenomenon in recent years has been the decline of cocaine purity parallel with an increase in the presence of adulterants. Adulterants are psychoactive substances used to compensate for some of the pharmacological effects of the drug lost by lower levels of purity, which can also lead to additional health problems for the users.1,2 The most common adulterants listed by UNODC are lidocaine, benzocaine, levamisole, caffeine, procaine, boric acid, hydroxyzine and phenacetin.1 In addition to the adulterants, seized cocaine samples may also contain diluents or cutting agents, such as lactose, glucose, carbonates/bicarbonates, silicates, starch and sulfates.3 Another important chemical aspect is that cocaine may be trafficked and used as salt (cocaine hydrochloride) or as base (coca paste, free base, merla or crack). The base is soluble in ethyl ether, insoluble in water and volatile, making it appropriate for smoking, while the cocaine salt is soluble in water, insoluble in ether and decomposes if smoked directly, being used preferably intravenously or snorted.4

  A promising and simple alternative to extract information directly from seized cocaine samples is the combination of vibrational spectroscopic techniques with chemometric methods. In spite of its potential, a relative small number of articles have applied chemometric methods for the analysis of illicit drugs. In these articles, the most used vibrational technique is the Raman spectroscopy, which can present the disadvantage of the interference of the fluorescent background. It has been used for the discrimination of simulated street drugs, such as cocaine, heroin and MDMA (ecstasy).5-7 More recently, Raman spectra have also been used for quantitative analysis of simulated street drugs.8 In addition, other two articles also employed attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR) and diffuse reflectance near infrared spectroscopy (NIRS) for quantitative analysis of simulated samples of methylamphetamine and diacetylmorphine (heroin), respectively.9,10 Nevertheless, none of these articles analyzed real seized samples. To the best of our knowledge, only two articles employed vibrational techniques jointly with chemometrics for analyzing these kind of samples. One article used NIRS to perform analysis of real seized samples, with the aim of discriminating ecstasy tablets,11 and another article determined heroin by using this same analytical technique and partial least-squares (PLS) regression.12 All of these articles also described the difficulties caused by the complexity of the chemical matrix due to the presence of a wide range of contaminants/adulterants, which demands the use of multivariate chemometric methods. In particular, the combined use of FTIR and principal component analysis (PCA) has proved to be a rapid and non-destructive analysis tool of great importance in criminal investigations, and has been recently used in other subjects of forensic interest, such as the discrimination of ballpoint pen inks13 and spray paints.14

  The aim of this article was to chemically characterize cocaine samples seized between 2008 and 2010 by the Federal Police of the Minas Gerais State (Brazil), which is the government organization responsible for international and interstate drug traffic control. Minas Gerais is the second most populous state in Brazil, with 19.6 million inhabitants, located in the Southeast region. The qualitative analysis of adulterants and the quantitative determination of cocaine were both performed by gas chromatography coupled with mass spectrometry (GC-MS). ATR-FTIR spectra of powder samples were obtained and used in a PCA model, searching for chemical similarities and pattern recognition. Finally, these spectra were used in two supervised classification models (partial least-squares discriminant analysis (PLS-DA)), which were able to discriminate cocaine samples as a function of their content and chemical form.

  PCA15,16 allows a summarized interpretation of a data set, revealing latent structures through new independent vectors called principal components (PCs). The combined analysis of score and loading plots allows finding out spectral regions related to sample groups. Scores provide the PC structure related to the samples, while loadings provide this same structure related to the variables. Loadings for spectral data are better interpreted by observing them in separated plots, one at a time, as a function of the wavelength.

  PLS15,17 is a multivariate calibration method used for building regression models based on a latent variable (LV) decomposition. PLS-DA is a variant of PLS regression used for supervised classification. For each class to be predicted, a model is built correlating the matrix of independent variables (spectra) to a class membership vector, whose elements are called dummy variables, i.e., they have values of 1 if a sample belongs to a class and 0 otherwise. The closer each predicted element is to 1, the more likely a sample is to be a member of this class. In this research, the commonly used threshold value of 0.5 was adopted. The Kennard-Stone algorithm18 was used to split the dataset into training and test sets. It is a uniform mapping algorithm used to select the most representative samples for the training set, based on their Euclidean distance.

  As it is usual in the chemometric analysis of spectra, the data set was previously mean centered. In addition, standard normal variate (SNV) was also used as a preprocessing method aiming to eliminate multiplicative baseline deviations and other physical artifacts. This kind of non-linear deviation, also known as drift, is caused by the light scattering promoted by the diversity of the particle size of the samples, and since it is not related to the sample chemical composition, it should be corrected. SNV consists in subtracting from each data matrix element its row mean value, followed by the division by its respective row standard deviation. This is exactly equivalent to the autoscaling of the transposed data matrix. Multiplicative scatter correction (MSC) is an alternative to SNV, which corrects the baseline deviations based on a regression on the mean spectrum. Contrary to SNV, MSC is a set dependent transformation, which makes it less robust in the presence of outliers.19 Thus, considering the large spectral diversity present in seized cocaine samples, SNV was preferred in this research. Other authors have empirically verified the best performance of SNV over MSC for the analysis of infrared and Raman spectra of forensic samples.14

   

  Experimental

  Samples and wet tests

  Ninety one cocaine samples seized by the Federal Police in the Minas Gerais State, between January 2008 and April 2010, were analyzed. Wet tests were performed in test tubes for identifying the chemical form of cocaine (salt or base), according to the methodologies recommended by the Brazilian Federal Police,20 UNODC21 and Scientific Working Group for the Analysis of Seized Drugs (SWGDRUG).22 These tests were based on the solubility of the samples in water and ethyl ether, and included additions of concentrated solutions of NH4OH or HCl. Solutions of 1% AgNO3 and 10% BaCl2 were also used for detecting chloride and sulphate, respectively. All the reagents used were of analytical grade (Merck, Darmstadt, Germany). Throughout this research, deionized water (Milli-Q) was employed.

  Qualitative GC-MS analysis of adulterants

  According to the recommended methodology,20-22 an Agilent 6890N GC system with a mass selective detector (MSD) Agilent 5973 and an Agilent 7693A autosampler was used. A capillary column Agilent HP-5MS (0.25 mm × 0.25 μm × 30 m) was employed with ultra high purity helium as carrier gas at a constant flow of 0.8 mL min-1. The oven temperature was initially set as 200 ºC, and then increased to 300 ºC. The run time was 5.00 min. The transfer line to the mass spectrometer was set to 250 ºC. MSD was operated in the electron ionization (EI) mode, with electron energy at 70 eV. The MS data were recorded in the full scan mode, in the m/z range from 40 to 550, using a detector voltage of 1576.5 V. The solvent delay was 1.60 min. An injection volume of 1.00 μL was used in the split mode with a split ratio of 50:1.

  Quantitative GC-MS analysis of cocaine

  Cocaine determination was based on the recommended methods.20-22 A cocaine base standard sample (80.91%) was provided by the Instituto Nacional de Criminalística (INC) of the Federal Police (Brasília, Brazil). A stock solution of cocaine was prepared in methanol, and from successive dilutions, five working solutions in the range between 0.10 and 0.50 mg mL-1 were obtained. A 3.95 mg mL-1 dipentyl phthalate solution, used as internal standard, was also prepared. The calibration curve was constructed in duplicate and the injections were repeated three times. Approximately 30 mg of each seized cocaine sample were dissolved in methanol and successively diluted to obtain solutions in the analytical range. The same GC-MS system described in the previous section was used. A capillary column J&W Scientific DB-5MS (0.20 mm × 0.33 μm × 25 m) was employed with ultra high purity helium as carrier gas at a constant flow of 0.8 mL min-1. The oven temperature was programmed as follows: the initial temperature of 200 ºC was increased at a constant rate of 40 ºC min-1 to 300 ºC, and then held for 3.75 min. The transfer line and the injector temperatures were 250 and 280 ºC, respectively. The injection volume was 0.20 μL in the splitless mode. MSD was operated in the electron ionization (EI) mode, with electron energy at 70 eV. The MS data were recorded in the selected ion monitoring (SIM) mode, selecting ions at m/z of 82.10 and 303.10 for cocaine and at m/z 149.00 for the internal standard.

  FTIR measurements and data handling

  Mid infrared spectroscopy measurements were conducted in a Nicolet 380 FTIR spectrometer (Thermo Fisher Scientific Inc., Madison, USA), and obtained with an attenuated total reflection ATR accessory equipped with a diamond crystal of one reflection (Smart Orbit Diamond ATR, Thermo Fisher, USA). About 1 mg of each seized cocaine sample was pulverized and placed in the accessory. Spectra were recorded from 4000 to 525 cm-1, with a resolution of about 2 cm-1 and 32 scans. In addition, spectra of standards of cocaine base (80.01%), cocaine hydrochloride (90.68%), lidocaine hydrochloride, caffeine, benzocaine and boric acid (all above 98.5%) were also recorded. All these standards were provided by the INC-Federal Police, Brazil. All of the sample spectra were obtained in triplicates. The mean spectra of each sample were used in all the constructed models. Data were handled using MATLAB software, version 7.9 (The MathWorks, Natick, USA) and PLS Toolbox, version 5.2 (Eigenvector Technologies, Manson, USA).

   

  Results and Discussion

  Based on the wet tests mentioned above, 66 seized samples (72.5%) were identified as cocaine base, while 25 samples (27.5%) were identified as cocaine hydrochloride. Qualitative GC-MS analysis confirmed the presence of cocaine in all the samples and detected the presence of four adulterants in 22 samples. The number of samples in which caffeine, lidocaine, benzocaine and boric acid were found is shown in Table 1. These four substances are white powders. While caffeine is used as a stimulant, the other three substances have similar anesthetic effects as cocaine.1 The other most common adulterants cited by UNODC,1 levamisole, procaine, hydroxyzine and phenacetin were not found in the samples. Also, none of the samples showed positive result for the sulfate test. Finally, the content of cocaine was determined for the seized samples, which showed values between 1.0 and 73.6% m/m, according to the histogram displayed in Figure 1.
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  ATR-FTIR spectra of cocaine and adulterants

  The ATR-FTIR spectra for the 91 seized cocaine samples are shown in Figure 2. As can be seen, they are very complex and present strongly overlapped bands, making difficult a qualitative analysis of these samples through a visual inspection. ATR-FTIR spectra of standards of cocaine base and hydrochloride are shown offset from the baseline in Figure 3. A search in the literature23-25 allows identifying the characteristic peaks of the two forms of cocaine, taking into account that small variations in peak intensity and position occur between infrared spectra obtained by ATR and transmittance modes. Cocaine hydrochloride (Figure 3a) showed strong bands at 1728 and 1712 cm-1 (stretching vibration of the two carbonyl groups), 1265, 1230 and 1105 cm-1 (acetate C–O stretching), 1071, 1026 and 729 cm-1 (mono substituted benzene stretching and the last one an out-of-plane bending). The most distinctive band is around 2540 cm-1, attributed to the N–H stretching due to the hydrochloride salt formation. In addition, three faint bands were observed at 953, 924 and 897 cm-1, which are difficult to assign, but probably attributable to bending vibrations out-of-plane.23 Cocaine base (Figure 3b) showed similar strong bands with small shifts at 1734, 1707, 1273, 1227, 1107, 1068, 1035 and 712 cm-1, this last one a C–H out-of-plane bending of the benzyl group. The most pronounced difference in relation to hydrochloride spectrum is the absence of the band due to the N–H bond around 2500 cm-1, and the presence of bands of medium intensity between 3000 and 2800 cm-1 (the most intense peak at 2945 cm-1).
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  Figure 4 shows ATR-FTIR spectra of standards of the four detected adulterants. The region from 1800 to 1500 cm-1 was considered more adequate to deduce the presence of adulterants, while the region from 960 to 860 cm-1 more suitable to identify diluents.23 The lidocaine hydrochloride spectrum (Figure 4a) showed the characteristic peaks23 at 1655 cm-1 (carbonyl), 1541 cm-1 (in-plane bending in the N–H mode), 1490-1460 cm-1 (hydrochloride), 1271 and 1249 cm-1 (tertiary amine), 1036, 715 and 604 cm-1 (aromatic ring); in addition, the distinctive observed bands between 2600 and 2300 cm-1 refers to the N–H vibrations of hydrochloride salt26 and the bands between 3600 and 2800 nm to the amide bond. The caffeine spectrum (Figure 4b) showed the characteristic strong peaks at 1693 and 1644 cm-1 (stretching vibrations of the two carbonyl groups), and peaks of lesser intensity at 1598 and 1547 cm-1 (stretching vibrations of C=N and N–C=O), 1236 and 758 cm-1 and a peak of stronger intensity at 744 cm-1.23,25 The benzocaine spectrum (Figure 4c) showed the characteristic bands at 3450-3200 cm-1 (NH2), 2983 cm-1 (aromatic C–H), 1679 cm-1 (carbonyl), 1272 cm-1 ( νE (CC,CO)), 1171 and 845 cm-1 (C–H), 
    770 and 700 cm-1 (C=O).27 The boric acid spectrum (Figure 4d) showed the characteristic broad bands centered at 3200 cm-1 (O–H stretching), between 1550 and 1300 cm-1 (B–O stretching), between 1210 and 1170 cm-1 (B–O–H bending), between 720 and 680 cm-1 (O–H twisting), between 645 and 620 cm-1 (BO3 bending), and a narrow and more intense peak at 543 cm-1 (O–B–O bending).28
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  An exploratory PCA model for the ATR-FTIR data

  By observing Figures 2-4, it can be noted that some parts of the spectra, such as the regions above 3600 cm-1 and between 1800 and 2300 cm-1, present no significant absorption from the cocaine forms or the main adulterants. Thus, it was decided to delete these spectral regions since they can contribute only with noise or other artifacts, such as the small absorbances near 2000 and 2100 cm-1 due to the diamond ATR crystal.29 A preliminary PCA model allowed to identify the presence of a peak around 2350 cm-1 in some samples, which was modeled in PC5 (ca. 5%). This peak was attributed to the presence of gas phase carbon dioxide,30 and thus, it was also decided to delete the region between 2300 and 2400 cm-1. Then, the models were built using the spectral regions from 525 to 1800 cm-1, and from 2400 to 3600 cm-1, with a step of about 1.9 cm-1. The spectral data were organized in a 93 × 1285 matrix, containing 91 spectra of the seized samples plus the spectra of the standards of cocaine base and cocaine salt in the rows. This matrix was preprocessed by SNV and mean centered. PCA analysis provided a model that accounted for 62.99% of the total data variance with the first two PCs. The scores plot of PC1 × PC2 is shown in Figure 5. PC1 (42.84%) discriminates samples as a function of their cocaine content, and separates the more adulterated ones (the region of more positive scores, flagged on the right of Figure 5) from the more pure ones (predominantly negative scores on PC1). All the 19 samples in this region contained the adulterants lidocaine, caffeine and/or benzocaine, as detected by GC-MS, and maximum cocaine contents around 15%. PC2 (20.15%) discriminates samples as a function of their cocaine chemical form, and separates cocaine hydrochloride (positive scores on PC2, upper left part of Figure 5) from cocaine base (negative scores on PC2, lower left part). Almost all of the higher content (above around 20%) of cocaine hydrochloride samples lie around the standard of cocaine hydrochloride, indicated by an arrow in the upper left quadrant of Figure 5. Conversely, a group of samples highlighted in the lower left quadrant around the standard of cocaine base (also indicated by an arrow) corresponds to samples of this form of cocaine and of higher content. Also, most of the samples outside of the three highlighted groups are cocaine base.
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  To complement the interpretation of the PCA model, the loadings (Figure 6) must be analyzed in order to identify the spectral regions associated with the observed discriminations. This analysis corroborated the interpretation of PC1 as a factor that discriminated the samples adulterated by lidocaine/caffeine/benzocaine, while PC2 discriminated the cocaine forms. Since the more adulterated samples showed positive scores on PC1, the wavenumbers with positive loadings were associated to bands/peaks of the adulterants. In the loadings plot of PC1 (Figure 6a), a broad band between 3500 and 3000 cm-1 was assigned to the N–H stretching vibrations of lidocaine and benzocaine (Figures 4a and 4c). Note that none of the spectra of the two forms of cocaine has significant absorption in this region (Figure 3). Other discriminant peaks are at 1653 cm-1 (carbonyls of lidocaine and caffeine at 1655 and 1644 cm-1, respectively) with a shoulder at 1689 cm-1 (other carbonyl of caffeine), 1545 cm-1 (N–C of caffeine at 1547 cm-1 and N–H of lidocaine at 1541 cm-1), 1471 cm-1, assigned to lidocaine, 744 cm-1, which corresponds to the second strongest peak of caffeine, and 607 cm-1 (aromatic C–H of lidocaine). Reciprocally, wavenumbers with negative loadings on PC1 were related to the less adulterated/more pure samples. The most characteristic negative loadings peaks are at 2945 cm-1, related to cocaine base, at 1734 and 1700 cm-1 (two carbonyls), 1265 and 1107 cm-1 (acetate C–O), 1036 and 712 cm-1 (mono substituted benzene), all related to the main peaks of the two forms of cocaine. The region around 2500 cm-1 showed no significant contribution on PC1, because it is assigned to N–H vibrations of hydrochloride, which are present in both the cocaine salt and the adulterant lidocaine.

  
    

    [image: Figure 6]

  

  By comparing the loadings plot of PC2 (Figure 6b) with the spectra of standards of cocaine salt and base (Figure 3), it can be noted the characteristic absorptions associated with cocaine hydrochloride on the positive values, such as the broad band from 2800 to 2400 cm-1 centered at 2540 cm-1 (hydrochloride N–H stretching), and the peaks at 1728 and 1712 cm-1 (two C=O), and at 729 cm-1 (mono substituted benzene stretching). Reciprocally, the absorptions assigned to cocaine base show negative loadings on PC2, such as the peaks at 2945, 1736, 1705, 1036 and 712 cm-1. Other PCs should describe the presence in smaller amounts of other adulterants, diluents or decomposition products. The loadings for PC3 and PC4 are shown in Figure 7. PC3 (Figure 7a) accounted for 14.55% of variance and was characterized by positive sharp intense peaks in the carbonyl region, the most intense two were at 1694 and 1652 cm-1. These peaks were attributed to bicarbonate and/or carbonate vibrations31 and were associated with a group of crack samples, which showed positive scores on PC3. PC4 (Figure 7b) accounted for 9.33% of variance and was characterized by the presence of a negative large band of loadings centered at 3350 cm-1, associated with the only two samples adulterated with boric acid, which showed more negative scores on PC4. The first four PCs accounted for 86.9% of the total data variance. Other PCs accounted for up to no more than 3% each one.
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  Another way to observe the identified clusters of samples is by using hierarchical cluster analysis (HCA).15,16 HCA was performed on the scores of a PCA model, with two PCs, and using Mahalanobis distance and the Ward's method as the similarity criterion. The resulting dendrogram is shown in Figure 8, in which it is possible to observe three clusters corresponding to the same groups obtained by PCA (Figure 5).
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  PLS-DA models

  After constructing an exploratory and descriptive unsupervised PCA model, the next step was to build supervised classification PLS-DA models based on ATR-FTIR spectra. The aim was to develop a rapid and non-destructive tool for classifying the seized cocaine samples as a function of their chemical form and content. Previously, an attempt to develop a multivariate calibration PLS model for predicting cocaine content was carried out, trying to correlate the spectra with the results obtained by GC-MS. Nevertheless, reasonable results were not obtained since many of the samples presented errors of prediction above 20%. This is certainly caused by the large chemical variety of the samples, leading to the detection of a high number of outliers (the snowballing effect).32 Thus, it was decided to build a PLS-DA model to discriminate samples as of high or low content, adopting a threshold value of 15% m/m of cocaine. This value was chosen because it represents a gap, i.e., a small number of samples showed cocaine contents between 15 and 20%, and because it was considered representative to discriminate concentrated and diluted samples by the Brazilian Federal Police. So, a vector of dependent variables was built containing 1 and 0 for samples of high and low content, respectively. Another PLS-DA model was constructed to discriminate samples of hydrochloride from cocaine base, for which the values of 0 and 1 were arbitrarily assigned, respectively.

  The data were divided in a training set (57 spectra) used to build the model, and a test set (34 spectra) used to validate it, by using the Kennard-Stone algorithm. As in the previous PCA model, the spectra were preprocessed by SNV and mean centered. The best number of LVs was chosen by leave-one-out cross-validation. The results are presented through the confusion matrices (Tables 2 and 3), visualization tools typically utilized in supervised learning, in which each column represents the instances in a predicted class, while each row represents the instances in an actual class. The model for discriminating cocaine samples of high content was estimated using one LV and accounted for 38.6 and 64.7% of the variance in X and Y blocks, respectively. This model (Table 2) presented sensitivity (percentage of true positive) of 95% and specificity (percentage of true negative) of 83%. The coefficients of regression are plotted in Figure 9a, in which it is possible to note that the main variables that contribute to discriminate more concentrated samples (positive values) are related to spectral peaks of the two forms of cocaine: 2945, 1732, 1709, 1265, 1107, 729 and 712 cm-1. The main variables that contribute to discriminate more diluted samples (negative values) are related to peaks of the main adulterants lidocaine (1655, 1471 and 607 cm-1) and caffeine (1545 and 744 cm-1).
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  The model for discriminating the cocaine chemical form was estimated using eight LVs and accounted for 93.4 and 86.6% of the variance in X and Y blocks, respectively. This model (Table 3) presented sensitivity of 97% and specificity of 88%. The coefficients of regression are plotted in Figure 9b, in which it is possible to note some of the characteristic peaks of cocaine hydrochloride with negative values (2800-2400, 1728 and 1100 cm-1) and some of the peaks assigned to cocaine base with positive values (2945 and 1276 cm-1).

   

  Conclusion

  This article provided an exploratory study that characterized the chemical composition of the cocaine samples seized by the Federal Police of the Minas Gerais State (Brazil) during the period from 2008 to 2010, based on the chemometric analysis of their ATR-FTIR spectra. Pattern recognition analysis by PCA allowed inferring that the main pattern in these data, as described by PC1 (42.8% of the variance), is the correlated presence of the adulterants lidocaine, caffeine and to a lesser extent benzocaine, which were directly related to the lower purity samples. The second main pattern, as described by PC2 (20.2%), is the discrimination of the two chemical forms of cocaine, base and salt. This type of information is very useful for the Police and can help to establish common origins for otherwise unrelated cocaine seizures and to investigate the frequent changes in the illicit market.

  Moreover, two supervised classification PLS-DA models were developed for discriminating concentrated from diluted, and hydrochloride from base cocaine samples. They showed rates of true positive between 95 and 97%, and of true negative between 83 and 88%. In general, limits of percentages of 5% for both false positive and false negative are recommended for the validation of qualitative methods.33 But in the case of seized drug analysis, in which the complexity of the matrices makes qualitative tests especially prone to produce false results,21 higher limits are considered acceptable. These models constitute a simple, rapid and non-destructive tool, of great importance to speed criminal investigations. In some countries, such as Spain, the sentence imposed by the court for cases of cocaine traffic varies according to its percent content in the samples.23 In these cases, a threshold value for discriminating the seized drug samples can be established according to the legislation.
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    Um novo método para oxidação regiosseletiva de trans-chalconas com peróxido de hidrogênio em acetonitrila para fornecer ácidos cinâmicos é reportado. Somente os ácidos trans-β-arilacrílicos foram obtidos. Um largo intervalo de produtos funcionalizados pode ser efetivamente produzido a partir de várias chalconas com rendimentos de bons a excelentes.

  

   

  
    A novel method for regioselective oxidation of trans-chalcones with hydrogen peroxide in acetonitrile to afford cinnamic acids is reported. Only trans-β-arylacrylic acids were observed. A wide range of functionalized products can be effectively produced from various chalcones in good to excellent yields.
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  Introduction

  The oxidation reaction, especially that of α,β-unsaturated ketones is an important method for the conversion of functional groups in organic synthesis.1-4 Hydrogen peroxide is an environmentally benign oxidant as the only by-product after oxidation is water.5,6 α, β-Unsaturated ketones can be oxidized to various oxidation products by hydrogen peroxide in different reaction conditions,7,8 including products of oxygen insertion and epoxidation reactions. However, few reports mention that α, β-unsaturated acids can be obtained from α, β-unsaturated ketones using hydrogen peroxide as the oxidant.

  Arylacrylic acids especially cinnamic acids are useful and versatile intermediates in organic synthesis, which can be used in flavors, synthetic indigo and certain pharmaceuticals.9-11 Several methods have been reported in the literature for the synthesis of cinnamic acids. Currently, they are commonly obtained by two methods: (i) the reaction of various benzaldehydes with malonic acid in the presence of different catalysts such as pyridine, piperidine and others;12,13 (ii) palladium-catalyzed Heck reaction of aryl halides and acrylic acid.14,15 But these reactions are of some disadvantages such as being sensitive to water or oxygen. Dakin oxidation, which can convert 2-hydroxybenzaldehyde or 4-hydroxybenzaldehyde to benzenediol, has been commonly used in the synthesis of phenols. However, to the best of our knowledge, access of arylacrylic acids by the Dakin oxidation has not been reported to date. Herein, it is reported a unique and highly selective of chalcones using K2CO3 as base in acetonitrile under mild conditions, and versatile arylacrylic acids are directly formed from chalcones in good yields and with excellent regioselectivities.

  Tanaka et al.16 recently reported that 2'-hydroxychalcones can be oxidized to flavanols in a water suspension medium and have better yields than in an ethylenediamine-dioxane system, while in acetone-water, the epoxides were obtained as the main products.17,18 Our group envisioned that solvents might play an important role in the oxidation of chalcones and potentially alter product distribution.

   

  Results and Discussion

  To test this hypothesis, our group started the study on the oxidation of 2'-hydroxychalcone (1a) in the presence of the K2CO3-H2O2 system at room temperature. To our delight, the oxidation of 2'-hydroxychalcone indeed afforded cinnamic acid in 90% yield in acetonitrile.

  In order to elucidate the influence of the solvents, several solvents were examined for the oxidation of 2'-hydroxychalcone with hydrogen peroxide. Table 1 shows some of the results. From these experiments, it was found that trans-cinnamic acid was obtained in high conversion and good yield, employing K2CO3 as the base in acetonitrile at room temperature. Under this condition, pyrocatechol as the lost part of chalcone is not stable,19,20 and can be removed during the water washing step. On the other hand, no product was observed in toluene, dioxane and water. Ionic liquid [bmim][BF4] used as solvent was also examined.21 However, traces of trans-cinnamic acid (2a) were observed even though NaOH was employed as the base. The Dakin oxidation of aromatic aldehydes using H2O2/H3BO3 in the presence of sulfuric acid was reported.22 However, it is ineffective for the oxidation of 1a.

  
    [image: Scheme 1]
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  Encouraged by these results, different alkali metal carbonates and organic base for the oxidation of 1a at room temperature were screened (Table 1). In contrast to Na2CO3, higher yield of 2a was observed employing K2CO3 as the base. The yield evidently went down from 90 to 79% when the amount of K2CO3 was reduced to half. However, the yields sharply decreased in Cs2CO3 and diethylamine conditions in which 3-hydroxyflavanone is the main byproduct. The application of NaOH had no obviously yield increase effect, except short reaction time. From an environmental point of view, it was employed K2CO3, an inexpensive and safe base, for following research.

  With an optimized oxidation system in hand, it was then examined the generality of this protocol. As shown in Table 2, all reactions proceeded smoothly and afforded the desired products in good to excellent yields upon isolation. Notably, the halogen substituted chalcones needed more reaction time to afford the corresponding arylacrylic acids in good yields. Electron-withdrawing and electron-donating substituents on the benzene ring were also tolerated. For example, cinnamic acids with o-methoxy and p-methoxy groups can be obtained in favorably yields. The nitro-substituted chalcones can be employed to produce the nitrocinnamic acids in excellent yields. It was observed that electron-withdrawing substrates exhibited more reactivity than electron-donating substrates. However, the dimethylamino group has little effect on the reactivity of reaction with a yield of 85%. Interestingly, (E)-3-(benzo[d][1,3]dioxol-5-yl)acrylic acid can also be successfully prepared.

  
    

    [image: Table 2]

  

  To understand this oxidation further, it was focused on the substituents on the other phenyl. Clearly, it can be found that the position of hydroxyl on this phenyl ring is critical for this transformation (Table 3). 2'-Hydroxy chalcone can afford the trans-cinnamic acid easily. Moreover, the methoxy group at 4'-position can promote this oxidation slightly. However, no product was obtained when hydroxyl was at the 3'-position or no hydroxyl existed.
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  Experimental

  General methods

  Nuclear magnetic resonance (NMR) spectra were recorded on a Bruker-300 MHz spectrometer. Chemical shifts are reported relative to TMS (tetramethylsilane), coupling constants are given in hertz. Melting points were measured on a WRS-2A melting point apparatus and are uncorrected. Commercial reagents were used as received. Analytical-grade solvents and commercially available reagents were used without further purification.

  General procedure

  To a 5 mL round bottom flask equipped with a stir bar, trans-2'-hydroxychalcone 1a (1 mmol), K2CO3 (1.38 g, 10 mmol), 35% H2O2 solution (0.5 mL) and 2 mL acetonitrile were added. The reaction was stirred at room temperature and monitored by TLC (thin layer chromatograph) until disappearance of the starting material. The solvent was evaporated with reduced pressure. To the residue, it was added 1 mol L-1 hydrochloric acid, the solid was filtered to afford 2a as white solid (133 mg, 90%); 1H NMR (300 MHz, DMSO-d6) δ 7.58 (d, 1H, J 16 Hz), 7.42-7.69 (m, 5H), 6.53 (d, 1H, J 16 Hz); 13C NMR (300 MHz, DMSO-d6) δ 167.7, 144.0, 134.3, 130.3, 128.9, 128.2, 119.3.

   

  Conclusions

  In conclusion, it was reported a novel method for the regioselective oxidation of chalcones with hydrogen peroxide in acetonitrile to afford cinnamic acids, utilizing K2CO3 as the base. Only trans-β-arylacrylic acids were observed. A wide range of functionalized cinnamic acids can be effectively produced from various chalcones in good to excellent yields. Our group is convinced that this procedure is and will be of significant value for the synthesis of a variety of trans-β-arylacrylic acids, which are important for organic chemistry.

   

  Supplementary Information

  Supplementary data are available free of charge at http://jbcs.sbq.org.br as a PDF file.
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  For the analysis of food (apricot, mint and macaroni) and SRM 1578a rice flour samples, 0.10 g of the SRM and 0.20 g of food sample were weighed and placed in a 100 mL beaker. The mixture was evaporated near to dryness on a hot plate.
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    *e-mail: serifet@erciyes.edu.tr

  



OPS/images/a12img29.png
o
.
|
LA »
8 i §OF Ty

Figure $17. 'H NMR spectrum of compound 3.
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Figure $16. FTIR spectrum of compound 3.
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Figure S24. FTIR spectrum of compound 5.
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‘Scheme 1. Structure of the TEMPO-based fuorescent probe.
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Figure $23. ELMS spectra of compound 4.
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Figure $26. HRGC Chromatogram of compound 5.
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Figure $25. °C NMR spectrum of compound 5.
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Figure 1. Polarization curve obtained at .16 mV s* for 316L stainless
steel in ethanol mixture (35 wL.% water +65 wL% ethanol), containing
1 wi.% H,S0, and 0.35 wt.% NaCl, at 25 °C.
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Figure $19. FTIR spectrum of compound 4.
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Figure S18. °C NMR spectrum of compound 3.
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Figure 4. Typical recordings of the fluorescence signal peak profiles
of (a) LO2 cells without treatment (b) L2 cells with treatment by
100 pmol L+ H0, for 30 min. Hydrostatc pressure applied on SW is
~0.4mbar.(¢) Comparison of the reducing levels of the L02 cells and e
stimolated cells. The LO2 cells withou treatment were used as control.
The fluorescent inteasity value of the control sample was set as 100%.
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Figure $22. HRGC Chromatogram of compound 4.
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Figure $20. 'H NMR spectrum of compound 4.
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Figure 3. Polarization curve obtained at .16 mV s* for 316L stainless
stel recorded in agueous solution and n ethanol mixture (35 wL.% water
+65 wt.% ethanol) + .09 wt.% H.SO, both containing 0.35 wt.% NaCl,
a25°C.
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Figure S15. EL.MS spectra of compound 2.
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Figure 1. The time effect of mechanical stirring of suspensions prepared
from two different ethanol fuel samples after addition of 100 mg NaCl.





OPS/images/a17img06.png
‘Table 3. Recovery results (n=3, 95% confidence level) of atrazine (AT),
deisopropylatrazine (DIA) and deethylatruzine (DEA). Inital contents of
500, 2000 and 5000 g ke of each analyte

Anlyte  Depth/em Recovery values /%
2000 g kg 5000 pg kg
010 10429 £
AT 1030 10827 0525
30-50 9325 %213
010 1029 9=l
DIA 1030 9816 1053
30-50 9925 %215
010 907 %825
DEA 1030 9425 926
30-50 95 100£10






OPS/images/a10img05.png
L mm e -





OPS/images/a18img02.png
tme fmin

‘Figure 2. Typical chromatogram (processed at 230 nm) of diterpenes.
‘compounds of roasted coffee samples prepared by direc hot saponification
(DHS) or direct cold saponifcation (DCS) and by hot saponifcation of
the lipid extracts obtained through soxhlet (SO) or Bligh and Dyer (BD).
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Figure 1. Flowchart of the uasaponifisble matier extraction from roasted coffce. Samples prepared by hot saponification of the lipid extracts obtzined
through soxhlet (SO) and Bligh and Dyer (BD) (pathway 1), directly from the roasted coffee through direct hot saponification (pathway 1) or direct cold
saponification (pathway 2).
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Figure 1. The effect of temperature on TPD hydrogenolysis (2 wi.% of
TPD in dioxane, 3 MPa H,, 0.32 g Raney Ni, 4 h).
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Figure 1. Chromatograms of ateazine (AT), deisopropylatrazine (DIA)
‘and deethylatrazine (DEA), at concentrations of 5.00 and 10.00 pg L
‘and the blank test, all in the presence of the soil extract.
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Figure 3. Theeffect of hydrogen pressure on TPD hydrogenolysis (2 L.
of TPD in dioxane, 140 °C, 0.8 g Raney Ni, 0.4-4 MPa H,, 4 ).
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Figure S4. The 'H NMR (500 MHz, CDCL,) spectrum of PTD.
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Figure S2. The "C NMR (125 MHz, CDCL,) spectrum of HPD.
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entire experimental period. Error bars represent standard deviations.





OPS/images/a17img02.png
Table 2. Main characteristics of the oxisol sample from the experimental
area of IAPAR, Pato Branco City, southwest of Parand State

Resuls
Pussmeter T 0d0em  1030em  3030em
Clay/ % T5=1 To=1 =1
it/ 242 22:1 NBis2
Sand/ %0 26503 28202 29201

OrganicMatter /G 42202 3408 36205

pHOOImol L1 CaCly 50203 47205 49205
solution®

CEC/ 52204 40204 40204
(emol, kgr)
cr1% 28 23 21

“Resultsof riplicate experiments,except carbon (duplicate); the resulsof
these parameters ar in good agreement with the data reported by Balena
et al. > for the same region, for the depth of 0-20 cm.
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Figure $3. The FTIR spectra of HPD.
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represent standard deviations.
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“Table 1. Structures and some physicochemical parameters™ of the analytes

Parameter Ausatine Decthylatrazine Deisopropylatrazine

- N N o

Molar mass / (g mol") 21568 187,68, 17368
Water solubilty / (mg L) B 3200 610
oK, L6871 130-165 130-158

log Koy 220270 152 L3
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Figure 2. Some ion channel blockers based on indolizine moiety (in blue).*
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2-indolizine moiety.
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Table 2. Yields and conditions for the reactions shown in Scheme 2

Eatry Oletin Base P, Solvent Product w
T za AeCO, 20mol% Actone ) &

E4 Aeco, 20 mol% Acetone 78 B
3 5 Agco, 20 mol% Acetone 90 W
a 5 BN absence HO 90 1
s 6 Axco, 20 mol% Acctone 10 %
6 7 Agco, 20 mol% Acetone 1 El
™ 7 BN absence HO 1 1

Reaction mixtures were heated (0 70C for 40 h in the presence of 10 mol% of Pd(OAc),, 20 mol% PPh, and 3 equiv of base. lsolated yields; "Reactions
in water were heated to 80 °C; PdC, used as catalyst.
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Figure 3. Some detected intermediates on ESIC+)-MS of the reaction solution of Z-1 and 2; (a) oxidative addition intermediates, (b) migratory insertion
intermediates.
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Figure 3. Selected structures to be synthesized in this work.
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Figure §7. The 'H NMR (500 MHz, CDC,) spectrum of TPD.
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Figure 3. Adsorption and desorption isotherms for stationary phase 7.
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Scheme 1. Palladium catalyzed reaction betsween iodobenzene 2 and
olefins Z-1 and E-1.
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Figure $8. The "C NMR (125 MHz, CDCL) spectrum of TPD.
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Table 2 Levels of diterpene compounds in samples of roasted coffee
beans, obiained by different sample preparations

Ditrpene Bion ey sp RSD/%
DiS 902 %5 39
ot pes  Tmesh 145 18
S0 e 83 43
BD  i0i6d 420 41
DHS 152 46 4l
pes s 1 1S
Detydrmkaheol S0 27b 142 62
BD sl 053 09
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ot SOF  4mib 150 31
S0 el 03 81
BD  e6d  om 11
DHS  sia a7 42
bes %20 1M 20
Dehydrocafesol S0 18.1b 107 59
BD e 03 24

“Direct hot saponification (DHS), direct cold saponification (DCS).
extraction through soxhlet with hot saponification (SO) and extraction
through Bligh and Dyer with hot saponification (BD); "Mean concentration
(mg 100 g™ of sample, dry basis) of 5 repetition of extraction. Different
lettes n the colum indicate sigaificant differences among the means for
‘each compound; SD: standard deviation; RSD: relative standard deviation.
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Figure SS. The "C NMR (125 MHz, CDCI,) spectrum of PTD.
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Figure . Electrochromatogram of 12 PAH in capllary 7. Peak
identifcaton: 1. thiourea. 2. naphthalene, 3. acenaphiylene, 4. fuorene.
5.acenaphtenc, 6. phenanthrene, 7. anthracene, 8. fuoranthene, 9. pyrne.
10. chrysene, 11. benzolalanthracene. 12. benzo[blfluoranthene.
3. benzolalpyrene. Electrophoretic conditions: clectrolyte 50:50 (v/)
25 mmol L pH 8.0 Trisbuffer:acctonirile,inection o 10KY for 5. run
potential of 30 kV, detection at 228 nm, temperature at 25 °C.
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‘Scheme 2. Palladium catalyzed reaction between iodobenzene 2 and olefins 4 1o 7.
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Figure 4. Electrochromatogram of an alky| parabens mixture i capilary 7.
Peak identification: 1. thiourea, 2. methyl paraben, 3. cthyl pargben.
3. propyl paraben, . butyl paraben. Electrophoretic condiions: lectolyic
70:30 (4/v) 25 mmol L pH 8.0 Tris bufecacctoniil, injecton of 10 KV
for 5 5, run potential of 30 kV, detection at 254 nm and temperature at 25 °C.
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Table 1. Yields and major conditions for the reactions shown in Scheme 1

Eary Olefin Base Pn, Solvent Product =
3 F2) S Wmol DMF 3 Traces.
» £t BN 20mol% DMF o reaction

x> 71 AgC0, 20mol% Acctone £3 7
& 71 Ag€0, absence Acctone £3 k)
5 £t Ag€0, 20mol% Acctone 73 “
& 71 BN absence HO £3 8
* B BN absence HO 73 18

Reaction mixtures were heated for 40 h in the presence of 10 mol% of PA(OAC), 20 mol% PPh, and 3 equiv of base. Tsolated yields; "Reactions in DMF
‘were heated to 70 °C; ‘Reactions in acelone were heated to 70 °C (bath temperature): “Reactions in water were heated to 80 °C in the absence of PPh,.
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Figure S11. The standard GC spectrum of 13-PD and 1-PrOH (the intermal standards: n-heptane and 1 4-butanedio).





OPS/images/a05img21.png
w

13-PD

- i

w B g & 3
fad H H
"y b . A
; ; !
ime /i

Figure S12. The GC spectrum of 13-PD hydrogenolysis (2 wL.% of 1,3-PD in dioxane, 140 °C, 0.8 g Raney Ni, 5 MPa H,, 4 h).
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Figure S9. The FTIR spectra of TPD.
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Figure 10. The 'H NMR (500 MHz, D,0) spectrum of 1.3-PD.
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Figure 3. Mass fragments of cafestol (peak 2 of Figure 2).
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Table 1. Characteristics of iterpenes from roasted coffee beans obtained by HPLC-DAD-MS/MS.
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“Numbered according to Figure 2:*second fragmentation from the protonated molecule.
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Figure S13. The GC spectrum of TPD hydrogenolysis (2 wt.% of TPD in dioxane, 140°C, 0.8 g Raney Ni, 1 MPa H,, 8 h).
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The MS spectra of all products observed for TPD hydrogenolysis, including those from Scheme 4

‘Figure S14. TIC and MS spectrum of TPD hydrogenolysis (140 C, 20 wL.% TPD concentration, 40 w.f Raney Ni of TPD, | MPa H,, § .
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Figure 1. Electrochromalogramof alkylbenzenes and thioureain capillay .
Peak identification: 1. thiourea, 2. ethylbenzene, 3. propylbenzene,
4. Butylbenzene and 5. pentylbenzene. Electrophoretic conditions:
electrolyte 3070 (v/v) 25 mmol L* pH 8.0 Tris bufferacetonitsile,
injection of 10 kV for 5 s, run potential of 30 kV, detection at 220 am
and temperature at 25 °C.
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Figure 4. UV-Vis spectea of compounds of interest(peaks 1,2, 3 and 4 of
Figure 2) and interfering (between peaks 3 and 4 of Figure 2).
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Figure $2. C NMR spectrum (101 MHz, CDCI,) of E-3.
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Figure S1. 'H NMR spectrum of compound 6.
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Figure $8. NOE spectrum (400 MHz, CDCL, irradiation of other methy! group on isopropylidene moiety-1.21ppm) of Z.3.
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Scheme 6. Proposed mechanism of indolizine-2-carbonitrile (1) and
methyl indolizine-2-carboxylate (2) formation. EAG = electron-attractor-
eroup: CN or CO.CH.?
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‘Figure ST. NOE spectrum (400 MHz, CDCI,, irradiation of one methyl group on isopropylidene moiety-1.37ppm) of Z.3.
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Figure S10. “C NMR spectrum (101 MHz, CDCL) of 5.
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Figure 52. "C NMR spectrum of compound 6.
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Scheme 4. ) Ester 2 (3 mmol), 21 mL of KOH ethanolic solution
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Figure $4. NOE spectrum (400 MHz, CDCL, irradiation of one methyl group on isopropylidene moiety-1 46ppm) of E-3.
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Figure 5. Photoacousti S, spectra of degraded olive, canola and soybean
oils.
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“Table 2. Optimizing conditions to prepare indolizine-2-carboxylate (2)

entry MBHA 6/ mmol __Solvent/ mL (MeOH) Catalyst time / min Yields'/ %
T 10 30 “amberlysi-13 wet 0 El
2 10 30 amberlyst-15 dry 2 7
3 10 30 - 2 8
4 10 30 - 0 55
s 10 20 - 0 4
6 10 10 - 0 55
7 25 20 - 100 80
8 30 20 - 100 0
] 50 20 - 100 81

Hsolated yilds. The reactions were performed at 100 °C.
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‘Figure §3. NOE spectrum (400 MHz, CDCL, irradiation of olefinic proton-6.29ppm) of E-3.
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Table 3. Synthetic studies to prepare indolizine-2-carbonitrile (1)

entry 11/ manol Catalyst Solvent (Iml) __Temperature/°C____time /min Vield /%
T 0 200 mg wet amberlyst-15 MeCN 100 a0 s
2 10 - MeCN 100 &0 10
3 10 - MeCN 100 0 is
4 10 - DMF 100 0 <5
s 10 - AcO 100 0 as
6 10 - MeOH 100 0 <5
7 10 - EOH 100 0 B
8 10 - TRE 100 0 k)
0 L5 - TRE 100 &0 56
10 LS - TRE 100 0 61

solated yields; "complex mixture of products; <2,2,2-trifluoroethanol.
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Figure $6. "C NMR spectrum (101 MHz, CDCI,) of Z:3.
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Scheme 5. Synthetic route for the preparation of compounds 1 and 4. (i) microwave irradiation, 80 °C, 30 min, 100% (i) microwave irradiation,
conditions and results in Table 3: (iif) LIAIH,. 2 on dry THE, 2 h, 0°C, 98.5%.
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‘Figure S5. 'H NMR spectrum (400 MHz, CDCL,) of Z3.
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‘Table 1. Motorcycle specifications.

Molorcycle __ Engine displacement /c® __ Emission regulation

Fuelling system type Catalyst Production year
BKOI 150 Euro Il EFl yes 2009
BKO2 125 Euro 1l EFl yes 2009

'EFI: electronic fuel injection: BKO! and BK02 are the motorcycle codes used.
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Figure 6. Photoacoustic F, spectra of degraded olive, canola and soybean
oils.
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Figure 7. Conventional absorbance specira of non-degraded and degraded
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‘Table 2. Emissions from the Rio de Janeiro Metropolitan Area for 2009
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Scheme 3. (1) Methyl acrylate, -pyridinecarboxaldehyde, DABCO (1 equiv.), 0 °C, 30 min, 100%; (i) microwave iradiation, conditions in Table 2; (i)
LiAIH,, 2 on dry THF, 3 b, 0°C — room temperature, 100%.
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Figure $12. "H NMR spectrum of compound 2.
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Figure S11. FTIR spectrum of compound 2.
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Figure $14. HRGC Chromatogram of compound 2.
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Figure $13. °C NMR spectrum of compound 2.






OPS/images/a04img08.png
‘Table 5 Average CO, NOx and NMHC emission rates forthe best.selling
vehicles

Emission

Company cor NOx/ NMHC/
(gkm?) (gkm?) (gkm)

Volkswagen 0573 0040 0033

FIAT 0403 0037 0034

oM 0.963 0062 0054

FORD. 0441 0036 0033

Average 0595 0044 0039






OPS/images/a12img20.png
Figure S8. C NMR spectrum of compound 1.
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Figure 4. Comparison of emissions of motorcycles and light vehicles.
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'H NMR spectrum of compound 1.
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Figure $10. ELMS spectra of compound 1.
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Figure $9. HRGC Chromatogram of compound 1.
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Figure 6. Ozone profile modeled for each proposed scenario.
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Figure 5. Trendline for the motorcycle feet increases forthe next 3, S and

10 years in the Rio de Janciro City.
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“Table 6. Emission rate results for CO, NOx and NMHC for two standard
motorcycles

Emission
Motorcycle cor NOx/ NMHC/
(gkm) k) (gkar)
K02 073 0071 0150
BKOL 0680 0060 010

Average 0702 0066 0175






OPS/images/a05img02.png
o

-

o Ao g o
o

2-tosyloxy-1,3-propanediol (TPD) 1,3 propanediol (1.3-PD)
‘Scheme 2. llustration of the hydrogenolysis of TPD into 1.3-PD.





OPS/images/a12img17.png
1000

soman





OPS/images/a05img03.png
Kyooro arrason

[op——

ot ¥
Kosospongeton Kaa
Loeorm®2 o, o o, oH
N T
2osylory- hydropropanal (3HPA)  1.3propanadil (1.3-PD)

1,3propanediol (TPD)

PN
cat. by
1-propanol (1-PrOH)

1,2-propanediol (1.2-PD) 1-propanal
Scheme 3. The potential pathways of TPD hydrogenolysis. Adapted from references 9-14,19-23.





OPS/images/a12img16.png
FERRSREERRURRRRARANIRS






OPS/images/a19img19.png
"H NMR (400 MHz, CDCly) 6 7.50-7.46 }J J

(2H, m), 7.44-7.36 (3H, m), 6.32 (1H, s), —

3.95 (3H, 5),3.79 3H. s).

‘

| "

i ‘ :

76 72 68 64 60 56 52 48 44
o)

Figure S11. "H NMR spectrum (400 MHz, CDCL,) of Z8.
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Figure 6. Cyclic voltammetry resulis taken for all studied electrodes
at 0.05 V - in a 0.1 mol L NaCl medium in ambien conditions and
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Figure 1. Indanthrene blue CAS No. 81-77-6.
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Figure 1. Chemical structure of propranolol. naftopidil and monobutyrin.
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‘Scheme 1. Desymmetsization of the glycerol with camphorsulfonamide.
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Figure 2. Scheme of the photoclectrocatalytic treatment system in
a laboratorial scale: (1) working electrode, (2) platinum counter-
electrode, (3) UV lamp, (4) magnetic strre, (5) power supply and

(6) photoelectrochemical cell.
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Figure 5. Experimental and fitted complex plane (s) and Bode (b) plots
for 316L stainless teel obtained in aqueous solution and in a mixture of
35 L% water and 65 wL.% ethanol, both containing | wt.% HSO, plus
035 wt% NaCl,at 25°C.
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Table 4. Capacitance values and estimated oxide thickness calculated from equation 1 and 2 for the aqueous and ethanolic solutions studied in this work
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‘Scheme 2. (x) 1-Naphihol, PPh, DIAD, TH, room temperature, 4 h, 71%; (b) MeOH, cone. HCI, reflux, 10 h, 96%: (¢) PPh,, DIAD, CHCL,, 4 b, 781%;
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Figure 10. Decay of indanthrene blue dye absorbance with time during
its photoelectrochemical degradation on a Ti,.Ru - clctrode, immersed
in 2005 mol L NaCl medium and for different iitial concentration of
dye, using 100 mA cm* of current at 35 °C and pH 3. Inset enlargement
of the last part of the decay curves.
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Figure 2. Parametric sensitivity analysis for C, (), G, (), C (=) and
(_-) in atomic units and cm* mol-.
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Figure 9. Decay of indanthrene blue dye absorbance with time during is

degradation on a Ti,.Ru electrode, immersed ina
0.05 mol L NaCl medium and fordifferent pH values,using 100 mA cm*
of current at 35 °C. Inset: enlargement of the last part of the decay curves.
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Figure 2. Experimental setup of the photothermal spectrometer.
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Scheme 4. (a) n-Butyric acid, DCC, DMAP, DCM. room temperature, 6 b, 90%: (b) CAN. CH,CN, room temperature, 1 h, 80%.
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Figure 7. Indanthrene blue degradation in (2) NaCl, pH 6.43 and
(b) NaSO,, pH 6.7 solutions at allthe developed electrodes for 3 h of
treatment,in ambient temperature and without current controlin presence
of the UV lamp.
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“Table 2. Absorbance values (arbitrary units) for dye degradation using
TiyRu» electrode in 2 0.05 mol L NaCl solution at 100 mA cm,
with no pH control
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Figure 1. Sketchof the closed cylindrical hotoacoustic chamber showing.
the adjacent gas layer which acts as an acoustic piston. The leers:
b = backing. s = sample, £ = gas. L, = sample thickness, L, = gas layer
thickness, L, = backing layer thickness and X = reference axis.
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‘Table 1. Absorbance values (arbitrary unit) for dye degradation using
TiyRu» electrode in 0.0 mol L-* NaCl solution at different currents,
‘with neither pH nor temperature control
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Figure 3. Photoacoustic S, spectra of olive, canola and soybean oils.
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Figure 4. Photoacoustic F, spectra of olive, canola and soybean ois.
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Figure S2. "C NMR spectrum (75 MHz, CDCL) of (1R)-camphor-2-glycerol-spiro-ketal-10-sulfonylpyrro-lidine.
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Figure 4. Superpositions of the best poses of the indian clove components and DEET inside the monomers (a) and (b) of AgOBP,.
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Figure 5. 'H NMR spectrum (300 MHz, CDCL) of (R)-3-{naphthalene-1-yloxy) propane-1,2-diol.
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Figure 6. Interactions of the attractive molecules in the binding pockets (2) and (b) of AgOBP..
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Figure 3. Superpositions of the best poses of the attractive molecules and DEET inside the monomers (a) and (b) of AgOBP,..
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Figure 2. Re-docking of DEET in the binding sites of AOBP,. The
crystalographic structure of DEET is shown in blue.
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“Table 1. Main residues of the binding pocket of DEET inside AgOBP,

Position in AgOBP, _ Residuc

Helix 4 LeuT3, LeuT6, HisT7 and Leus0
Helix 5 Alas8, Mets9, Met91 and Glyo2
Helix6. Leu6 and Trpl 14

‘The other monomer _ Lys93, Argo4 and Leud6
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Figure S1. 'H NMR spectrum (300 MHz, CDCL) of (1R)-camphor-2-glycerol-spiro-ketal-10-sulfonylpyrro-lidine.
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Figure 1. Structures of the molecules studied.
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Figure S14. “C NMR spectrum (75 MHz, CDCL,) of (5)-1-(4-(2-methoxyphenyDpiperuzin-1-y1)-3-(naphthalene-1-yloxy propan-2-ol.





OPS/images/a16img17.png





OPS/images/a08img37.png
Figure S13. 'H NMR spectrum (300 MHz, CDCL) of (5)-1-(4-(2-methoxyphenyDpiperazin- I-yl)-3-(naphthalene-1-yloxy Jpropan-2-ol.
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Figure S16. “C NMR spectrum (75 MHz, CDCL,) of (R)-23-dibydroxypropyl butyrate (3).
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Figure S15. 'H NMR spectrum (300 MHz, CDCL,) of (R)-23-dinydroxypropyl butyrate (3).
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Figure $12. “C NMR spectrum (75 MHz, CDCL) of (5)-1-(isopropylamino)-(naphthalene-I-yloxy) propane-2-ol.
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Figure S11. H NMR spectrum (300 MHz, CDCL,) of (5)-1-{isopropylamino)-(naphthalene- -yloxy) propane-2-ol.
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Figure $10. “C NMR spectrum (75 MHz, CDCL,) of (S)-2-((naphthalene- 1-yloxy)methyloxirane.
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Figure 11. Variations in the distances between cugenol and the residues
LeuT3, His77 and Lys93 during the 20.0 ns of MD simulation.
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Figure $7. 'H NMR spectrum (300 MHz, CDCL) of (5)-3-(-nitrobenzoyloxy)--(naphthalen-S-yloxy)propan-2-yl metanesulfonate.
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Figure 8. Temporal RMSD for AgOBP, and the most promising molecules
ac attractives
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Figure S6. "C NMR spectrum (75 MHz, CDCL,) of (R)-3-(naphthalenc-

-yloxy) propane-1,2-diol.
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Figure 7. Temporal RMSD for AgOBP, and the most promising molecules
as repellents.
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Figure $9. 'H NMR spectrum (300 MHz, CDCI,) of (5)-2-((naphthalene- 1-yloxy)methyloxirane.






OPS/images/a16img12.png





OPS/images/a08img32.png
@ W

20 ) It 10 1 e

Figure S8. "C NMR spectrum (75 MHz, CDCL)of ()-3-(4-nitrobenzoyloxy - |-(naphthalen-S-yloxy)propan-2-yl metanesulfonate.
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Figure . Spatial RMSD for the system AgOBPJeugeny acetate. Eugeny]
acetate was omitted from the figure for better clarity.
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Figure S16. ESI(+)-MS of the reaction solution of Z-1 and 2 in absence of PPh,. after dilution in MeCN_
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Figure S15. 'H NVIR spectrum (400 MHz, CDCL) of 11
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Figure S18. ESLMS/MS of m/z 465,
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Figure S17. ESI64)-MS for the reaction solution of Z-1 and 2 in the presence of PPh,
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Figure S12. “C NMR spectrum (126 MHz, CDCL,) of Z8.
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Figure S14. 'H NMR spectrum (400 MHz, CDCL,) of 10.
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Figure S13. 'H NVIR spectrum (400 MHz, CDCL) of 9
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Figure $20. ESI-MS/MS of mz 306.
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Figure 19. ESI-MS/MS of m/z 159.
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Figure S21. ESLMS/MS of m/z 465.
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Figure 6. Loadings of the PCA model: () loadings of PC1 vs. wavenumber and (b) loadings of PC2 vs. wavenumber. The main discriminant peaks are marked.
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Figure 7. Loadings of the PCA model: (a) loadings of PC3 vs. wavenumber and (b) loadings of PC4 vs. wavenumber.
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Figure 2. ATR-FTIR spectra of the 91 seized cocaine samples.
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Figure 1. Histogram of the values of cocaine content determined in the
seized samples.
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Figure 4. ATR-FTIR spectraofthe standards of four adulterant substances identified in the cocaine seized samples: (a) idocaine hydrochloride, (b) caffeine,
() benzocaine and (d) boric acid.
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Figure 3. ATR-FTIR spectra of the standards of (a) cocaine base and (b) cocaine hydrochloride.

1800

000

500





OPS/images/a20img10.png
Hable 1. Qualitative composition of adulterants detected in seized cocaine
samples.

Adulteran(s) ‘Number of samples
Caffeine only 2
Lidocaine only 3
Benzocaine only 1

Boric acid only 2
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Figure 9. Coefficients of regression of the PLS-DA models for discriminating cocaine samples as a function of their (a) content and (b) chemical form.
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Figare 3 Totlion corent (TIC) of sterols extactd from Crangon crangon. Inst: mass spetsa of 2-norcholesadienol (isimethylsly ther, etention
time 55.1 min) and cholesero (rimethy iyl eher, etention time 60.9 min) isolated from the extract. Characteistic ions for cholesteol: mz 129, whih
corresponds to C,.C, + TMISIO, iz 255 M-(sde chain + TMSIOH), m/z 329 M-(C, C, + TMSIO), mz 353 M-(CH, + TMSIOH), mz 368 M-TMSIOH.
m/z 443 M.CH,, /. 458 molccular ion. Characteistic ions for 24-norcholstadicnol vz 120 which corresponds to C, C,+TMSIO, 2 213 M.(side
chain+ C.H. + TMSiOH), m/z 255 M-(side chain + TMSIOH), m/z 313 M.(C..C. + TMSIO). m/z 352 M-TMSIOH. m/z 427 M-CH.. m/z 442 molecular ion.
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fable 51. The NMR data of compounds Za-21

(E)-Cinnamic acid (2a): mp 132-133°C (132-134°C);'H NMR (300 MHz DMS0-d,) 6 758 (d, 1H,J 16 H), 742-7.69
(m, 5H), 6.53 (d, 1H,J 16 Hz); “C NMR (75 MHz, DMSO-4,) 8 167.7, 1440, 1343, 1303, 1289, 1282, 1193

(E)-3-2.4-Dichiorophenylacrylic acid (2b): mp 232-233 °C; 'H NMR (300 MHz, DMSO-4)8 795 d, 1H.J8.5Hz), 781
(& 1H,J 16 H2), 770 d, 1H,J 58 Hz), 747 (dd, 1H,.J 8.5 Hz), 664 d, 1H, J 16 Ha); "C NMR (75 MHz, DMSO-4,):
81669, 1374, 1352, 1343, 1309, 1294, 1293, 127.9, 122.9: HRMS (ESD) caled for C;H,CLO, (1M + HJ*) 218.0561,
found 218.0555.

(B34 Fluorophenyl)acryiic acid (2c): mp 208-209 °C (209 “C):* 'H NMR (300 MHz, DMS0-4,) 6 7.71 (m, 2H),
748 (d, 1H,J 16 H2), 721 (m, 2H), 645 (d, 1H, J 16 Ho); "C NMR (75 MHz, DMSO-4,) 8 1716, 164.2, 14538, 1303,
1302, 17.1, 1162

(E-32 Nitrophenyliacrylic acid (2d): mp 244-245°C (243245 “C);* 'H NMR (300 MHz, DMSO-d,) 8 8.04 (dd, 1H,
J8.1 Hz, 1.2 Hz), 791 (dd, 1H,J 76 Hz, 1.1 H2) 784 @, 1H, J 158H2), 775 (@, 1H, /7.4 Ha), 765 1, 1H,J 8.1 Ho),
654, 1H,J 158 Hz); "C NMR (75 MHz, DMS0-4,) 8 1577, 1406, 1319, 1274, 1245, 123.1, 1230, 1189, 1182,

)
HO IS
-
2
o al
MO
o
2
)
HO™ NN
.
NO,
>
21
)
oA s
»
2

(EX3-{3-nitrophenylacrylc acid (2e): mp 204-205 °C (202-204 °C):* 'H NMR (300 MHz, DMSO-4,) 8 8.50 (s, 1H),
820 (dd, 1H,J8.2, 17 Hz),8.16 (4, 1H,J 8.0 Hz), .67 (m, 2H), 674 (d, 1H, J 15.8 Ha); "C NMR (75 MHz, DMSO-4,)
81580, 1405, 1343, 1294, 1276, 1240, 118.6,117.1, 1167

=k
E
.
\
yg
2

(E-3-{(polyhacryic acid (21): mp 198-199 °C (196-198 C):* 'H NMR (300 MHz, DMSO-4,) 8 7.56 (m, 3H), 723 (d,
2H,J79 Hz), 648 (. 1H, J 16 Hz), 233 (s, 3H); "C NMR (75 MHz, DVISO-) 8 1675, 1437, 1400, 1315, 129.4
1281, 118.1,21.0.

K
3
o
\
9
2

(EX3{m-tolytjacrylc acid (2g): mp 117-118 °C (116-118 °C):* 'H NMR (300 MHz, CDCL,) 8 7.75 (d, 1H, J 16 Hz),
7.29 (m, 4H), 643 (d, 1H,J 16 H), 235 s, 3H); "CNMR (75 MHz, CDCL) 8 173.1, 1476, 1387, 1343, 132.0, 129,
1290, 1258, 1175,21.6.

|
3

o
Cg

OCH,

(E3{4methoxyphenyljacrylc acid (2h): mp 173-174 °C (173-175 °C):*'H NMR (300 MHz, DMSO-4,) § 761 (6, 2H,
J8TH2),7.56(d, 1H,J 16 Hz),6.97 (4, 2H,J 8.7 Hz), 638 (4, 2H, J 16 H), 376 (5, 3H); "C NMR (75 MHz, DMSO-d)
81679, 1610, 143.6,130.1, 1269, 1165, 1145, 552

e
g

.
C§

H,C0

(E-32-methoxyphenyljacrylc acid (2i): mp 184-185 °C (182-184 °C)? 'H NMR (300 MHz, DMSO-d) 8 12.27 G,
1H), 781 (¢, 1,/ 16 H2), 764 (dd, 1H,J78,7.6 H2), 738742 (m, 1H), 7.08 @, 1H,J 8.1 Ha), 694 (¢ 1H, J 7.4 Ho),
649 (d. 1H, J 16 Hz), 385 (s, 3H); "C NMR (75 MHz, DVISO,) 8 1679, 15738, 1387, 1320, 1286, 1225, 1207,
193,117,556

- OCH;

=
3

o
C§

Z>0CH,
2

(B33 4-dimethoxyphenyljacrylc acid (2)): mp 180-181 °C (179-181 °C)* *H NVIR (300 MHz, DMSO-4,) 8 750 d,
H,J16H2),729(s, 1H), 7.19 d, 1H,J 8.0 Hz), 695 (d, 1H,J 8.0 Ha), 641 4, 1H.J 16 Hz), 378 s, 3H), 3.77 (5, 3H;
FCNMR (75 MHz, CDCL) 8 1723, 1519, 149.6, 1470, 1274, 123.1, 115.1, 111.4, 1106, 56.1.

HO

N
2 |

(E-3{4-{dimethylamino)pheny)acrylic acid (2k): mp 225226 °C (227230 °C):*H NMR (300 MHz, DMS0-4,) 6 747
(4, 2H,9.1 Hz), 743 (d, 1H,J 16 Ha), 6,64 (4, 2H,1 9.1 Hz), 615 (d, 1H, 1159 Hz), 2.97 (s, 6H); “C NMR (75 MHz,
DMS0-,) 1680, 1515, 1443, 1294, 1216, 1129, 1117, 396.

=
3

o
\
o o

21

(E)-3-{benzold][1 3Jdioxok-5-yacrylic acid (21:mp 242-243 °C (243244 °C)7 'H NMR (300 MHz, DMSO) 8 747
(@ 1H,J 16 Hz), 734 (d, 1H,J 1.7 H2), .13 6, 1H, 782, 1.7 Hz), 692 (4, 1H, 782 Ha), 638 d, 1H.J 16 Ha), 607 G,
2H); "C NMR (75 MHz, DMSO-4,) 6 1678, 149.1, 1480, 143.7, 1289, 1246, 1170, 1083, 1067, 1015
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Figure 2. Totalion current (TIC) of: (a) aty acid methy esters obained by hydrolysisoftriacylglycerols extracted from Crangon crangon 1 -C,up,2-Civs
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Aable 3. The synthesis of frans-cinnamic acid from various chalcones®

it o}
=
N H,0,, K,CO,4 HO™ ~F
R SAORT CH,CN
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I OH [ [ B %
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“Reaction conditions: unless otherwise specified all reactions were carried out with 1 (1 mmol), K.CO, (10 mmol) and 30% H0, (05 mL) in 1 mL
acetonitrile at room temperature: “yield of isolated product: NR: no reaction.
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Figure 4. MALDL-TOF-MS mass spectrum of phospolipids in the muscle of Crangon crangon. 1 - PC 10:0120:5 [M + H*, PEIX0/20:5 [M + HF-
142 PC 10:020:5 [M+ Nal', PEI30720:5 [M+ Nal",2-PC 12:0/20:5 [V + HF', PEIS020:5 [+ H*, PS10:0122:6 [M+ HI", 2+ PC 120120:5 [M+ Nl
PEIS0120:5 [M + Nal, PS10:022:6 [M + Nal", 3 - PEIS:3/20:5 [M + HI', PEI3:0/22:6 [M + KI', 4 - PC 16:0/20:5 [M + HI', PEI%:0/20:5 [M + H"
PSIG:1/20:5 [M + H, 4 - PC 16:0/20:5 [M + Nal, PE19:020:5 [M + Naf-, PS16:1/20:5 [M + Nal5: PE19:0/22:6 [+ H-, PS16:1/22:66 [M + HI"
5* - PE19:0122:6 [M + Nal-, PSI6:1/22:66 [M + Nal*. 6 - PGIS4/20:5 [M + H]*, PGI63/22:6 [M + HI". 6% - PGIS:4/20:5 [M + Nal", PG16:322:6

M + Nal*. 64% - PG18:4/20:5 [M + KI*. PG16:3/22:6 [M + KI*.





OPS/images/a21img07.png
Figure S2. °C NMR spectrum (75 MHz. DMSO-d.) of compound 2b.
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‘able 3. Measured mass-to-charge ratio (m/z) polar lipids in Crangon
crangon determined by MALDI-TOF-MS

Headgroup M +H]' _[M+Nal"or [M + K[+

PC 100205 184 % i
pC 120205 184 ™ 6

PC 16:020:5 184 780 502
PEI3020:5 12 6% 78
PEIS000:5 12 ™ 46
PEIS320:5 12 760 -
PEI9020:5 12 780 502
PE20:5/20:5 12 - 506
PEI30226 12 - 760+
PEI90226 12 506 828
PSI6:105 156 780 502
PS100726 156 ™ 6
PSIGI26 156 506 828
PGIS40S 1173 79 811 and 8274
PGI6A6 13173 789 811 and 827¢
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Figure S1. 'H NMR spectrum (300 MHz. DMSO-d.) of compound 2b.
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‘Table 1. Total mass of lipid class (mg g dry mass) in the muscle of

Crangon crangon, n: number of individuals (n = 10)

Traction ‘Composition/ _ Lipid content/ _Lipid content
% mg dry mass _(mg g dry mass)

TTAG %0 16 1892009

0:FFA 250 48 2012010

£3:Sterol 23 62 2472012

L 187 36 1532007

TAG: riacylglycerol: FFA: fre fatty acid: PL: polar lipid.
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Scheme 1. Oxidation of chalcones using aqueous hydrogen peroxide in acetonitrile.*

HO
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Figure $27. ELMS spectra of compound 5.
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Hfable 3. Conlusion matnix for the discnmination of the chemical form of the cocaine in the seized samples obtained with FLS-DA

Predicted
Trining set Testset
Acual Form Hydrochloride Base Hydrochloride Base
Hydrochloride 16 1 6 2
Base 0 0 B 24
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Table 2. Chemical composition of faty acids in polar and neutral lipid fractions of abdominal muscle of adult Crangon crangon detected by GC-MS
(g g dry mass), o number of individuals (n = 10)

No. Faryacid £1: Triaeylglycerol £2:Free faty acid 4 Polarlpid

T 150 72236 740231 -

2 150 23217 60227 -

3 161 %9251 %0238 52112

4 160 64412321 65202281 45602231

s 171 66213 20211 -

6 170 190209 640226 -

o 182 399220 0 -

7 181 61942311 41002161 0652353
180 34962177 35402139 1350268

9 19:1 - 60203 -

10 190 - 80204 -

n 24 - 380217 -

2 0 - 00218 -

3 03 - 40202 -

1 21 - 20209 -

is 20 - 120205 -

16 02 - 180208 -

" 20 - 320213 -

18 21 - 160207 -

19 20 - 100205 -

20 250 - 20201 -

2 241 - 920218 -

b 20 - 120205 -

*6A: fatty acid 18:2 detected only in fraction |
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“Reaction conditions: unless otherwise specified, all reactions were carried out with 1 (1 mmol), K,CO, (10 mmol) and 30% H,0, (0.5 mL) in | mL
acetonitrile at room temperature for 5 h; “yield of isolated product; ‘reaction time: 12 h.
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Figure 1. HPLC chromatogram of lipids extracted from Crangon crangon,
1: triacylglycerols (11), 2: fre fatty acids (2), 3: sterols (13, 4: polar
lpids (F4). Each fraction was analyzed by GC-MS and the fractions were
identified by mass spectra of GC-MS.
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Afable 1. Upumization of solvents and base for the oxidation of = -hydroxychalcone®
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“Reaction conditions: unless otherwise specified, all reactions were carred out with 1a (1 mmol), base (10 mmol) and 30% KO, (05 mL) at room
temperature: "yield of isolated product 2a: “using H,BOJ/H.SO, (cat) instead of base: “using 5 mmol K,CO.: ND: not determined: NR: no reaction.
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Figure 5. MALDI-TOF-MS massspectrum oty acids i the mscle o
Crangon cangon. 1 - C,s 2 Cpe 3 Cr - Cy 5+ Co 6 Coe
7-C..8-C..0-C.
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Table 4. Chemical composition of free fatty acids from abdominal muscle
of Crangon crangon detected by MALDI-TOF-MS.

M<HE Free faty acid
m 130
23 150
27 160
281 182
S 181
285 180
El 25
359 25

369 21
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Figure $21. °C NMR spectrum of compound 4.
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‘Table 3. Selected E, values and solutions, open circuit potentials applied for EIS measurements, and circuit element parameters (shown in Figure 5b)
obtained from the adjustment of thir responses to the experimentl impedance data

Solution medium B Bl R R ol

VoV @) Mo @Femsy N L
aqueons w0 w0 s 21 B [T
0% een 0% 01w K
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IWEHO+ESWGEOH 600 4300 2668 05 211 09 o0
08%) Q2% 09%  03%
aqueons B0 s a2 08 155 [T
A9 @ (5% 05%
035wt NaCl
ISWEHO+ESWGEOH 4300 4202 14805 08 126 09 i
2% @0%) (5% 0%
aqueons 20 B2 04 254 09
43x10°
13%) ¥
ow et 3% Q8% (3% 04%
IWEHO+ESWGEOH 4200 -8 290 04 257 09 o0

O8%) (4% ©09%)  (03%)
“EIS measurements were obtained polarizing the electrode at these potentials, the E,. after polarization.
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Figure 12. Concentration of (2) chlorides (C1) and (b) sulfutes (S0,*)
o cured in the rainwater and munoff solations for each rain event
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Figure 11. (2) pH value and (b) conductivity measured n the rainwater and
A
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Figure 7. Morphology of the corrosion products on the galvanized stcel
after a 3 month exposure: SEM images ((@) 500 x and (b) 1000 ) and
(c) EDX spectrum (2000 ).
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Figure 6. XRD pattern o the corrosion products on the galvanized sicel
at 3 months.
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Figure 9. Corrosion products on the galvanized steel after a 12 month
exposure: SEM images ((a) 500 x and (b) 1000 x) and (c) EDX spectrum
(2000 %).
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Figure 8. Corrosion products on the galvanized steel afer a 6 month
exposure: SEM images ((2) 500  and (b) 1000 x) and (¢) EDX spectrum
000 ).
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Figure 3. Monthly deposition rate of chloride and SO, in the environment.
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Figure 2. Meteorological parametersin the environment: (2) temperatur.

(b) relative humidity and (c) time of wetness (TOW).





OPS/images/a14img05.png
-
(@
T .
g
z e
S
s
g
E .
& o 4
0
o s 6 o 12 15 18 21 2
time / month
oa7s (b)

3

Corrosion rate / (um year ')
8 8

0085 .\.

3 g g 12 s
time / month

Figure 5. (2) Mass loss over 15 month exposure () and exponentil
projection of mass loss to 24 months ( — ), and (b) corrosion rate over time.
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Figure 4. Monthly rain and wind speed measured in the test environment.
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Figure 10, First rainfall events on the exposed zinc samples.
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